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The top of stack cache described here was analytical­
ly modeled by Hasagawa and Shigei. 13 Their analysis 
assumed that the stack depth follows a random walk and 
predicts that the number of cache overflows and under­
flows will be minimized by writing out half of the 
registers on overflow. The cache overflow and under­
flow behavior revealed by our study is quite different 
from that predicted by a random-walk model. Cache 
overflow is minimized by writing one register. Appar­
ently, the top of stack movement is more patterned than 
a random walk. This is 'quite reasonable. For example, 
consider that the variations in stack depth occurring 
within a program loop are repeated each time through 
the loop. Small oscillations about a particular depth are 
produced for long periods. Since repetition is what com­
puters do best, we should expect stack depth to exhibit 
such patterned oscillations. 

These results convinced us to implement a one-register 
overflow /underflow algorithm in hardware in the SC32. 

In Figure 6, the leftmost set of points (one register writ­
ten/read) predicts the overhead that should be seen in 
the SC32'S parameter stack cache. The overhead is un­
der 1070 for all the benchmarks except acker. The stack 
depths for this recursive function vary chaotically. This 
atypical Forth program was run to bring out the worst 
possible behavior of the stack-caching algorithm, but the 
overhead reached only 10% in each stack, for a total 
of 20%. 

The choice of stack size is influenced by two conflict­
ing demands: minimizing stack overflow /underflow 
overhead by having a large cache, and minimizing con­
text switching times by having a small cache. The stack 
traces described above were used again to study the ef­
fect of intermittent context switches on stack-cache man­
agement. A "context switch" was introduced at inter­
vals of 1000, 10,000, and 100,000 primitives. Context 
switching is done by pushing a stack 15 times, letting 
the overflow mechanism write out the cache contents, 
and then popping the stack 15 times, letting the under­
flow mechanism load in a new context. No "cost" was 
assigned to the switch itself, but the effect of the switches 
on the number of overflows and underflows per primi­
tive was calculated. Figure 7 shows the cache-manage­
ment overhead in the parameter stack with context 
switching (assuming a one-register move on over­
flow/underflow) versus the cache size. Each point rep­
resents the geometric mean of the overhead of all seven 
benchmarks. The curve labeled "infinity" is the no­
context switching case shown for comparison. As expect­
ed the overflow/underflow overhead decreases with 
lar'ger caches and increases with more context switch­
ing. Beyond a certain point, larger caches offer diminish­
ing returns. We concluded that a 32-register cache is best 
but that 16 works almost as well when context switch­
ing is considered. 

Some features were deliberately excluded from the 
design. Its intended application is advanced embed­

ded systems. Memory-management facilities typically are 
not needed in embedded systems and their support is not 
provided. Byte addressing is not supported, and memo­
ry is addressed as only 32-bit words. Providing only word 
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Figure 7. Stack-caching overhead versus cache size with con­
text switching. 

addressing simplifies the instruction set and lets the pro­
cessor run faster by avoiding the need for byte position­
ing multiplexers. 14 Finally, the SC32 has no floating 
point support; it was beyond the scope of what could 
be accomplished in six months. 

RESULTS 
The SC32 architecture has been implemented in a 

34,OOO-transistor 2-l-'m complementary metal-oxide semi­
conductor chip. The chip features that use the largest 
number of transistors are the stack caches (about 40% 
of all transistors), ALU and ALU condition logic (about 
20%), stack-cache management (about 10070), .and in­
struction decode and control (about 10%). The mternal 
cycle time of the chip was dictated by the speed of the 
ALU plus a subsequent ALU condition code being load­
ed into a register. The processor needs 35- to 55-ns ex­
ternal memories to run at 10 MHz. 

The prototype chips were fabricated by United Sili­
con Structures, which has a Direct E-beam Write On 
Wafer process. The new technology is especially ap­
propriate for fabricating prototype chips. Since the sili­
con surface is patterned directly with an electron beam, 
no masks need to be made. Eliminating the mask -making 
step saves money and results in a faster design turn­
around. We contracted the company to guarantee that 
we receive 15 working parts. A number of foundries are 
willing to satisfy this guarantee for designs created on 
the Genesil silicon compiler. Chips from the first fabri­
cation run are fully functional and work at 10 MHz. 
The part is packaged in an 84-pin pin grid array and 
consumes 650 m W. 
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