
1. PATRICK REILLY 

ELECTRICAL MODELS FOR 
NEURAL EXCITATION STUDIES 

Natural bioelectric processes are responsible for nerve and muscle function and are affected by exter­
nally applied electric currents that may be intentionally introduced through medical devices or uninten­
tionally introduced through accidental electric shock. Neuroelectric stimulation has been studied at APL 
by using a computer simulation that models the interaction of electric currents with nerve cells. The model 
successfully represents a variety of experimental observations. This article describes the physiological ba­
sis of the model and illustrates its properties. 

INTRODUCTION 

Nerve and muscle function depends on natural bioelec­
tric phenomena. The mechanisms responsible for normal 
function will also respond to externally applied currents. 
With appropriate controls, electrical currents can provide 
medical assistance and diagnostic benefits such as mus­
cle control, pain relief, se'nsory prosthesis, and the diag­
nosis of nerve and muscle function. However, in chance 
encounters with electric currents (electric shock), the re­
sult can be pain, hazardous muscle reactions, heart dis­
turbances, and even death. 

Whether our interest in electrical stimulation concerns 
intentional or accidental exposures, understanding the 
responsible mechanisms is important to help guide exper­
iments and to study effects that are not readily amena­
ble to an experimental approach. Research at APL has 
focused on the study of electrical excitation models based 
on principles of excitable membranes and has provided 
an explanatory framework for a variety of electrical 
stimulation applications. 

A previous article I reported on experimentally deter­
mined factors that account for sensory potency of electro­
cutaneous stimulation. This article focuses on theoretical 
models for understanding how the spatial and temporal 
aspects of the stimulus affect neural excitation sensitivity. 

ELECTRICAL FUNCTION OF 
NERVOUS TISSUE 

Figure I illustrates several functional components of 
sensory and motor (muscle) neurons. The neurons are 
myelinated, i.e., covered with a fatty layer of insulation 
called myelin, and have exposed nodes of Ranvier. Other 
neurons are unmyelinated. Physiologists commonly clas­
sify myelinated and unmyelinated fibers as A- and C­
fibers, respectively. The conducting portion of the neu­
ron is a long, hollow structure known as the axon. The 
axon plus myelin wrapping is frequently referred to as 
a nerve fiber. The arrows in Fig. I indicate the direction 
of information flow. For the motor neuron in Fig. la, 
nerve impulses called action 'potentials (APs) propagate 
from synapses in the spinal column to the terminus at 

44 

the muscle. For the sensory neuron in Fig. I b, APs orig­
inate from one of a variety of specialized receptors (a 
Pacinian corpuscle is illustrated) and proceed to a syn­
apse in the spinal column. Communication across the 
synapses is accomplished through chemical substances 
known as neurotransmitters. 

An understanding of the electrical basis for nerve and 
muscle function is necessary for the development of 
predictive models for electrical excitation. This article 
first examines some basic electrical properties of biolog­
ical cells and then examines the function of.a special class 
of those cells having electrically excitable membranes. 

Cellular Membranes 
Cells are the basic building blocks of both plant and 

animal life. The functional boundary of the cell is a thin 
(about 8-nm) biomolecular lipid and protein layer. One 
role of the membrane is to regulate chemical exchanges 
between the area inside the cell (the plasm) and the area 
outside the cell (the interstitial fluid) . The electrochemical 
forces across the membrane are significantly involved in 
the regulation. 

The plasm and interstitial fluids are composed largely 
of water containing ions of different species. The dif­
ference in the concentration of ions causes electrochem­
ical forces across the cell membrane. The membrane, 
which is semipermeable, is basically a dielectric insula­
tor that allows some ionic interchange. Figure 2 repre­
sents a membrane as a barrier with pores that permit 
the passage of ions. The individual pores may be very 
selective of the ionic species they allow to pass. Typical 
concentrations inside and outside the cell are shown in 
Table I for Na + , K + , and CI - ions. Although other 
species are also present, confining our attention to these 
ions is sufficient for our purposes. 

The concentrations indicated in Table 1 are markedly 
different inside and outside the cell. The differences in 
concentration result in two forces that tend to drive ions 
across the membrane: a concentration gradient and a 
voltage gradient. To understand these forces, first con­
sider an environment where only one ionic species, sub­
stance S, is present. 
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Figure 1-Functional components 
of (a) motor and (b) sensory neurons. 
Arrows indicate the direction of in­
formation flow. Signals are propa­
gated across synapses via chemi­
cal neurotransmitters and elsewhere 
by membrane depolarization. Syn­
apses are inside the spinal column. 
The sizes of the components are 
drawn on a distorted scale to em­
phasize various features. 
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Figure 2-Schematic of a typical cell membrane. The pores 
allow the passage of ions. Numerical values indicate approx­
imate steady-state concentrations (JLmol/cm 3 ) for typical 
mammalian muscle cells . An active metabolic pump drives 
Na + out of the cell and K + into the cell. The transmem­
brane potential difference is about - 90 mY; the inside is 
negative relative to the outside. 

In a solution where the concentration varies from one 
region to another, a net flux will occur from the region of 
higher concentration to the region of lower concentra­
tion. The concentration potential energy difference, 
WC' is the work required to move a mole of S against 
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Table 1-Typical cellular ionic concentrations. 

Concentration (J1.M) 
Ion 

Species 

A. Mammalian 
muscle cells 
Na + 
K + 
C1 -

B. Squid axon 

Inside 

12 
155 

4 

Outside 

145 
4 

120 
Resting potential 

Na + 50 460 
K + 400 10 
CI- 40 to 100 540 

Resting potential 

Nernst Potential 
(mV) 

66 
-97 
-90 
-90 

59 
-98 

-45 to -69 
-60 

Note: Adapted from Ruch and Patton 2 and Katz. 3 

the gradient. This quantity is proportional to the loga­
rithm of the concentration difference in accordance with 

RT (In [SL - In [S] o) RT In [SL (1) 
[S] o ' 

where [SL and [S]o represent the concentrations of S 
inside and outside the cell, respectively, R is the universal 
gas constant, and T is the absolute temperature. The 
product RT has units of energy per mole. 
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If S is ionized, an electrical potential difference will 
occur between the two regions of differing concentration. 
The electrical potential energy, We' is given by 

(2) 

where Z is the valence of S, F is the Faraday constant 
(number of coulombs per mole of charge), and Vm is 
the potential difference across the membrane. 

The total electrochemical potential difference is the 
sum of the concentration and electrical potentials: 

(3) 

Substituting the quantities from Eqs. 1 and 2 results in 

Ll W = RT In [SL + Z F Vm . (4) 
[S] o 

When Ll W = 0, S is at equilibrium across the mem­
brane (i.e., no net force occurs in either direction), and 
the net flux across the membrane is zero. Under condi­
tions of equilibrium, the membrane will attain the 
potential 

RT [S] o 
- In 
FZ [SL 

(5) 

Equation 5 is known as the Nernst equation. It is a state­
ment of the membrane potential for an ionic substance in 
electrochemical equilibrium. Using the values R = 8.31 
J/ mol K, T = 310 K (37°C), F = 96,500 Cl mol, and 
Z = + 1 (for a monovalent cation), converting to the 
base 10 logarithm, and expressing Vm in millivolts, we 
obtain 

[S] o 
61 log 

[SL 
(6) 

For a system with more than one ionic species, the 
equilibrium voltage will depend on the concentration and 
relative permeability to the individual ions. For a sys­
tem consisting of K + and Na + , for example, the ex­
pression is 

. P K [K + ] 0 + P a [N a + ] 0 

61 log -----+-----------­
PK[K L + P a[Na +L ' 

(7) 

where PK and P a are the permeabilities (cm/s) to K + 

and Na + , respectively. An alternate expression for Eq. 
7 uses the ratio q = PNa I PK to obtain 

(8) 
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One can get a feel for the changes in Vm during exci­
tation by considering the simplified circuit diagram in 
Fig. 3. The membrane permeability is represented by 
conductances gNa and gK' and the electrochemical gra­
dients are represented as potential sources ENa and EK • 

For an excitable membrane in the resting state, gNa ~ 
gK' and the membrane potential approaches the Nernst 
potential for K + , as indicated by Eq. 8. In the excited 
state, g Na > gK' and the switches in Fig. 3 would be 
connected in their alternate positions, forcing the mem­
brane to move toward the Nernst potential for Na + • 

Consider now the individual Nernst potentials for the 
ionic species listed in the right-hand column of Table 
1. The equilibrium potential for Na + (66 m V) is far re­
moved from the membrane potential ( - 90 m V), K + is 
slightly out of equilibrium, and CI - is essentially in 
equilibrium. The magnitudes and signs of the potentials 
show a strong electrochemical force tending to drive 
Na + into the cell and a relatively weaker force tending 
to drive K + out of the cell. Given that the membrane 
is at least somewhat permeable to the ions discussed here, 
these forces ought eventually to bring the species into 
equilibrium. Clearly, another force is working to maintain 
the system in disequilibrium. The responsible force is the 
so-called sodium pump, an active system that pumps 
Na + out of the cell and K + into the cell. The energy 
for the pump is der.ived from the cell's metabolism. A 
dead cell would eventually reach equilibrium potential. 

The electrical forces on the membrane are quite large. 
Considering the membrane potential (::= 10 - 1 V) and 
thickness (::= 10 - 8 m), the electric field developed across 
the membrane is about 107 V 1m. Conductivity proper­
ties of the excitable membrane are intimately tied to the 

Outside of cell 

E Na 

(61 mV) 

I nside of cell 

9Na 

Reference voltage (0 V) 

EK 
(97 mV) 

Resting potential: -90 mV 
Excited potential: + 20 mV 

Figure 3-Circuit diagram representing membrane conduc­
tance for Na + and K + ions. In the resting condition , the in­
side of the cell is at a potential of - 90 mV. In the excited 
state, the inside of the cell is at a potential of 20 mV. 
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membrane field; disturbances from the resting condition 
can lead to profound changes in the membrane's electri­
cal properties. These changes ultimately initiate and sus­
tain the functional responses of nerve and muscle. 

The Excitable Membrane 
Nerve and muscle cells possess membranes that are 

excitable to the extent that an adequate disturbance of the 
cell's resting potential can trigger a sudden change in the 
membrane conductance. The resulting membrane volt­
age change will affect adjacent portions of the membrane 
and, in a nerve, will propagate as a nerve impulse. The 
response of the excited membrane is known as an ac­
tion potential. 
~o illustr~te the properties of excitability and propa­

gation, consIder the experiment illustrated in Fig. 4 in 
~hich a small stimulating electrode (SE) is near a nerve 
fI.ber and two small recording microelectrodes (RE) 
pIerce the membrane; the return electrodes are assumed 
to be immersed in the conducting medium some distance 
away. The stimulating electrode is connected to a cur­
rent source. In Fig. 4, the arrows represent the distribu­
tio~ ot current flow if the SE is a cathode, showing 
catIOlllc flow toward the cathode. The voltage distur­
bance caused by the stimulating electrode will tend to 
decrease the membrane potential (depolarization) near 
t~e cathode and increase the potential (hyperpolariza­
tIOn) elsewhere along the axon. 

Figure 5 illustrates the response of the membrane to 
the rectangular current pulses shown in the upper part 
of the figure. Six possible current magnitudes, labeled 
a th.rough f, are shown. Pulses a through c apply if the 
SE IS an anode; pulses d through f apply if the SE is a 
cathode. The membrane response is shown as measured 
by ~El and RE2, where 0 mV represents the resting po­
tential. Responses a through c are in the direction of 
hyperpolarization, and responses d through f are in the 

Figure 4-Nerve excitation and measurement arrangement. 
Excitation is initiated near the cathode of the stimulating 
electrode. 
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direction of depolarization. Responses a through d ex­
hibit the characteristic of a linear network consisting of 
a parallel combination of a resistor and a eapacitor. As 
~ critical level of depolarization is approached (approx­
Imately 20 m V in Fig. 5), nonlinear behavior is seen. Re­
sponse e is slightly below the excitation threshold, and 
response f illustrates a fully developed AP. The signal 
at RE2 ~s a delayed version of the AP, demonstrating 
conductIOn along the axon. The membrane response is 
often referred to as "all or nothing" because the peak 
AP response is not normally graded; i.e., the membrane 
is either excited or it is not. 

To develop a quantitative model of excitation of the 
neuron by externally applied currents, nonlinear mem­
brane models and transmission line theory must be used. 
Let us begin with an understanding of membrane events 
associated with the production of an AP. 

I? Fig. 2, the membrane can be treated as a lossy ca­
pacitor. The membrane itself acts as the dielectric and 
the ions on either side of the membrane act as the' con­
ductive plates of the capacitor. The nature of the leak­
age channels in the dielectric distinguishes the excitable 
membrane from the ordinary cellular membrane. 
. The Hodgkin-Huxley Membrane. A detailed descrip­

tIOn of the electrical properties of the excitable mem­
brane was developed by Hodgkin and Huxley.4 With 
a series of ingenious experiments that eventually led to 
~ Nobel Prize, they provided the first detailed descrip­
tIOn of the electrical properties of the excitable mem­
branes of unmyelinated nerve cells. This work was later 
extended by Frankenhaeuser and Huxley5 to describe 
the myelinated nerve membrane. For brevity, we shall 
refer to the Hodgkin-Huxley and Frankenhaeuser-Huxley 
work as HH and FH equations, respectively. The HH 
and FH equations are largely empirical. 

Figure 6 illustrates schematically the HH membrane. 
The ~lectrical model consists of membrane capacitance, 
nonlInear conductances for Na + and K + , and a linear 
leakage element. For a parallel combination of capaci­
tance and conductance, the current through the mem­
brane is related to the capacitive and leakage currents by 

120 
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ro .;:; 
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.0 
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:2: 
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0 0.2 0.3 0.4 0.5 

Membrane response time (ms) 

Fig.ure ~-Excitation of a nerve fiber by an applied current, 
as In Fig . 4. 
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Outside 

Membrane 

Inside 

Figure 6-Hodgkin - Huxley membrane model. 

(9) 

where i m is the membrane current density; e m is the 
membrane capacity (capacitance per unit area); V is the 
membrane voltage; and i Na ' i K , and i L are the ionic 
current densities. The ionic terms are expressed by 

(10) 

(11) 

and 

(12) 

where g a ' gK' and gL are the ionic conductances; and 
VNa , VK , and VL are the ionic Nernst potentials. The 
gL conductance is linear; the other two conductances 
are more complex nonlinear functions of the form 

(13) 

and 

(14) 

where g a and gK represent the maximum conductance 
values; and n, m, and h are so-called activation and deac­
tivation variables that modulate the maximum conduc­
tances. The n, m, and h variables are governed by first­
order differential equations: 
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dn 

dt 
a n (1 - n) - f3n n , (15) 

and 

dm 

dt 

dh 

a m (1 - m) - f3m m , 

dt = ah (1 - h) - f3h h . 

(16) 

(17) 

The a and f3 terms in Eqs. 15 through 17 are functions of 
the membrane voltage; their functional relationships are 
described in Ref. 4. Solutions to Eqs. 15 through 17 can 
be obtained in the form 

n(t) (18) 

(19) 

and 

(20) 

where nCO) = no, and n ( t - 00) = noo . Expressions 
similar to Eqs. 18 through 20 are obtained for m (t) and 
h (t). The n, m, and h variables are constrained between 
o and 1 and can be regarded as the fraction of ion gates 
that are open at any one time. As indicated by Eqs. 13 
and 14, these gates modulate the maximum conductances 
of Na + and K + . The Tn' T m' and Th variables deter­
mine the rate at which the gates can open and close. The 
asymptotic values of the n, m, and h variables and the 
assoc~ated time constants are all functions of membrane 
depolarization voltage, as illustrated in Fig. 7. 6 

Depolarization of the membrane is necessary for ex­
citation. Figure 8 illustrates the membrane events accom­
panying excitation of the HH membrane. Figure 8a 
shows the AP voltage waveform along with the mem­
brane conductance. Figure 8b shows membrane current; 
the positive axis refers to current influx. An initial surge 
of Na + influx serves to further depolarize the mem­
brane; this influx is followed by K + efflux, which re­
polarizes the membrane. 

The Frankenhaeuser-Huxley Membrane. The FH 
equations for the myelinated membrane use four ionic 
terms in contrast with the three used for the HH mem­
brane. The FH ionic current densities are 

The terms i Na ' i K , and i L have the same interpretation 
as they do with the HH membrane. The term ip was 
described as a nonspecific ionic component that responds 
to the concentration gradient of Na + . The question of 
whether i p represents a second type of Na + channel or 
another ionic species was left unresolved by FH. 
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Figure 7-Relationship of m, n, and h constants to the mem­
brane voltage. Vr represents the resting potential (adapted 
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Figure 8-Membrane events during propagating action poten­
tial. The top figure (a) shows the membrane voltage change 
(Ll V) and the conductances gNa and gK. The bottom figure 
(b) shows the sodium current (INa), potassium current (lK), 
and total ionic current (I i). The positive axis indicates the 
ionic current influx (adapted from Hodgkin and Huxley4). 

from Stein 6 ). and 

In the FH membrane, the individual ionic current den­
sities have the expressions 

[NaJa - [Na]; exp(EF/RT) 
X 

X 

1 - exp(EF/RT) 

[KJ a - [K]; exp(EF/RT) 

1 - exp(EF/RT) 

[NaJa - [Na]; exp(EF/RT) 
X 

1 - exp(EF/RT) 
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(22) 

(23) 

(24) 

(25) 

where E = V - Vr , V is the membrane potential, and 
Vr is the resting potential. The variables m, n, h, and 
p are dermed by differential equations of a form identical 
to Eqs. 15 through 17. The ex and (3 constants for the 
FH equations are given by 

0.36 (V - 22) 

[ ( 
- V + 22)] - I, 

X 1 - exp 3 (26) 

(3m = 0.4 (- V + 13) 

[ (
-V+ 13»)]-1, 

X 1 - exp 20 (27) 
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cxh = 0.1 (- V - 10) 

X [1 (V+ lO)r exp 6 ' (28) 

[ ( )r -V + 45 
(3h 4.5 1 + exp 10 ' (29) 

CXn 0.02 (V - 35) 

[ (-V + 35) r (30) X 1 - exp , 
10 

(3n = 0.05 (- V + 10) 

X [ (V lO)r 1 - exp 10 ' (31) 

cxp = 0.006 (V - 40) 

[ (-V+40)r X 1 - exp , (32) 
10 

(3p 0.09 ( - V - 25) 

X [ (V 25)r 1 - exp;O . (33) 

Specific constants for use in the FH equations are given 
in Table 2. 

Differences between the FH and HH equations reflect 
the specific properties of the myelinated and unmyelin­
ated membranes. The activation variables have differ­
ent powers, and the FH equations have an additional 
ionic term. The ionic terms appear more complex in the 
FH membrane compared with those in the HH mem­
brane. Despite the greater complexity of the FH equa­
tions, the electrical properties associated with the 
myelinated membrane's AP development are very similar 
to those associated with the HH membrane. One observed 
difference is a somewhat longer AP duration for the HH 
membrane. In addition, for a prolonged current stimu­
lus, the HH equations produce multiple APs, whereas 
the FH membrane produces a single AP. 7 

Other differences are seen between myelinated (A-fiber) 
and unmyelinated (C-fiber) response when the overall 
excitatory behavior of the neuron is considered. Some 
of these differences include faster conduction rates and 
lower thresholds to external currents for A-fibers. 2 The 
A-fiber is an ideal one to model for electrical stimula­
tion studies; because of its lower excitation threshold for 
external current stimulation, the A-fiber class will gener­
ally determine the limiting value for threshold currents. 
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Table 2-Constants for FH equations. 

Constant Value Description 

15Na 8 X 10 - 3 cm/ s Sodium permeability 
constant 

15K 1.2 x 10 -3 cm/ s Potassium permeability 
constant 

15p 0.54 x 10 - 3 cm/ s Nonspecific permea-
bility constant 

g L 30.3 mS/ cm 2 Leakage conductivity 
VL 0.026 mV Leakage equilibrium 

potential 
[Na]o 114.5 mM External sodium 

concentration 
[Na); 13.7 mM Internal sodium 

concentration 
[K]o 2.5 mM External potassium 

concentration 
[K); 120 mM Internal potassium 

concentration 
F 96,514 C/ g·mol Faraday's constant 
R 8.3144 11K· mol Universal gas constant 
T 295.18 K Absolute temperature 

Figure 9-Spread of the depolarization wave front. Depolar­
ization occurring in region A results in charge transfer from 
the adjacent regions. 

Propagation oj Nerve Impulses. The processes sup­
porting AP propagation can be understood by referring 
to Fig. 9. Consider that point A on the axon is depolar­
ized. The local point of depolarization causes ionic move­
ment between adjacent points on the axon, thus propa­
gating the region of depolarization. If depolarization 
were initiated from an external source on a resting mem­
brane at point A, an AP would propagate in both direc­
tions away from the site of stimulation. Normally, how­
ever, an AP is initiated at the terminus of the axon and 
propagates in only one direction. 

After the membrane has regained the resting potential, 
it cannot be reexcited until a recovery period has passed. 
This period is termed the refractory state of the mem­
brane. Before full recovery, the membrane becomes par­
tially refractory; i.e., it requires a stronger depolarizing 
force to become excited. The refractory property is prin-
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cipally due to the prolonged decrease of the sodium deac­
tivation variable, h, which effectively turns off the mem­
brane's sodium conductance until the passage of a recov­
ery period that extends beyond the repolarization 
process. 

Refractory behavior in frog nerve is illustrated in Fig. 
10. 3 The figure shows the membrane response to an ex­
ternal current stimulus. An initial stimulus, applied at 
t = 0, results in response a. Successive stimuli applied 
at various subsequent times lead to responses b through 
g. The absolute refractory period exists from the AP 
spike to somewhere within the negative after:'potential. 
During this period, a second stimulus, no matter how 
strong, fails to produce a response. In a mammalian 
nerve at body temperature, the neuron is absolutely re­
fractory for typically about 0.5 ms. Afterward, for a 
period of several milliseconds, the nerve is relatively re­
fractory. During this period, an increased stimulus is 
needed to produce a response, and that response will ini­
tially be feeble, as shown by responses b through e. Af­
ter several milliseconds, the neuron fully recovers from 
its less excitable state. 

The refractory recovery period sets an upper limit on 
the number of APs per second that the membrane can 
support. With externally applied electrical stimuli, an AP 
rate cannot be produced beyond about 2000 per second. 
In natural conditions in the body, the repetition rate rare­
ly exceeds 500 per second and is more typically in the 
range from 10 to 100 per second. 8 

The AP velocity depends on the rate at which electrical 
charge is transferred from the locus of excitation to the 
region of membrane ahead of the AP. The charge-trans­
fer rate, in turn, depends on the membrane capacity and 
the longitudinal resistance of the axon. Depending on 
the assumptions made, theoretical arguments suggest that 
conduction velocity ought to vary as the square root of, 
or linearly with, fiber diameter. 9 Experimental evidence 
demonstrates that conduction velocity indeed increases 
with fiber diameter, and experimental data are frequently 
represented in terms of the ratio of conduction velocity 
to fiber diameter. 10 

The myelinated fiber is nature's means of obtaining 
fast conduction velocity without requiring unduly large 
fibers. The effective area requiring capacitive charging 
is mainly limited to the myelin-free nodes. Furthermore, 
the depolarization process is saltatory; i.e., it jumps from 

o 3 6 9 

Elapsed time t (ms) 

Figure 10-lllustration of the refractory period in frog nerve. 
The initial stimulus was applied at t = 0, resulting in response 
a. Subsequent stimuli were applied at various time delays, 
resulting in responses b through g (adapted from Katz3 ). 

fohn s Hopkins APL Technical Digest, Volume 9, Number 1 (1988) 

Reilly - Electrical Models for Neural Excitation Studies 

node to node. As a result, propagation can proceed at a 
much faster rate than would be the case with an unmy­
elinated fiber of the same diameter. 

Table 3 lists some general characteristics of A- and 
C-fibers. The myelinated A-fibers are sometimes sub­
divided into diameter classes designated A f; , A(3 ' and 
A cx . The Af; fibers are typically related to cutaneous 
pain and temperature sensation, the A(3 fibers are relat­
ed to mechanoreception, and the A cx fibers are related 
to proprioception and contraction of striated muscle. 11 

The distribution of A-fiber diameters is typically in the 
range from 2 to 20 j.tm. 12 Unmyelinated fibers typically 
range from 0.3 to 1.3 j.tm. 

COMPUTATIONAL MODELS FOR 
ELECTRICAL STIMULATION 

Electrical stimuli can vary enormously in sensory and 
neuromuscular potency. Variations in the stimulus wave­
form or in the electrode arrangement can result in vastly 
different stimulation thresholds. To understand the prop­
erties of a stimulus that determine its excitation poten­
cy, computational models may be used that connect fea­
tures of the stimulus currents with properties of excit­
able tissue. Various computational models have been used 
to study the excitation properties of neural fibers. Exci­
tation properties have been examined for a spatially iso­
lated segment of membrane in which the current density 
crossing the membrane is the driving force. In these 
models, the membrane properties are modeled by the HH 
or FH equations that were discussed previously. 

More complete representations include assumptions 
about mutual interactions among adjacent segments of 
the excitable membrane. One such model, developed by 
Cooley and Dodge,13 uses a lumped equivalent circuit 
to represent an unmyelinated fiber, with stimulation by 
an intracellular electrode. In this model, membrane con­
ductance is governed by the HH equations. Myelinated­
fiber models studied by Fitzhugh 14 and Bostock 15 make 
expli~it assumptions about the passive role of the my­
elin internode, in addition to the active FH conductances 
at the nodes. These models have also been configured to 
study excitation by injection of current at a single point 
on the axon. 

A difficulty with the aforementioned nonlinear models 
is that they presume knowledge of the current waveform 

Table 3-Characteristics of A- and C-fibers. 

Fiber Class 

Characteristic 

Fiber diameter (pm) 
Conduction velocity (m/ s) 
AP duration (ms) 
Absolute refractory period (ms) 
Velocity/diameter ratio (m/ s· pm) 
Myelinated fiber 

A 

1-22 
5- 120 

0.4-0.5 
0.4-1.0 

6 
Yes 

Note: Adapted from Ruch and Patton. 2 

C 

0.3-1.3 
0.6-2.3 

2.0 
2.0 

::::: 1.7 
No 
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and density crossing the membrane. In electrical stimu­
lation problems, we may be able to calculate the cur­
rent within the medium containing the neuron, but not 
necessarily the current crossing the membrane. The wave­
form of current crossing the membrane can differ sub­
stantially from that in the surrounding medium. 16 Fur­
thermore, the force driving current into the membrane 
is the external field distribution along the axon, which 
cannot be described by the current density at a single 
point. These difficulties have been removed in the 
myelinated-fiber model of McNeal, 16 described in the 
following section. 

Spatially Extended Nonlinear Models 
Figure 11 illustrates the equivalent circuit representation 

of the myelinated nerve as formulated by McNeal. 16 
The individual nodes are shown as circuit elements con­
sisting of capacitance (Cm), resistance (Rm), and a po­
tential source (Er) that maintains the transmembrane 
resting potential. The current emanating from the stimu­
lus electrode through the conducting medium causes ex­
ternal voltage disturbances (Ve,J at the nearby nodes. 
These disturbances force current across the membrane. 

In the McNeal 16 representation, the myelin inter­
nodes are treated as perfect insulators. This framework 
could be expanded to include passive myelin properties; 
however, such expansion would add significantly to the 
complexity of the model. The model is therefore a com­
promise between relatively simple single-node models and 
a more complete node-plus-myelin representation. De­
spite the compromise, the model is able to account for 
a variety of sensory and electrophysiological effects. 

In Fig. 11, the current emanating from the nth node 
is the sum of capacitive and ionic currents and is related 
to internal axonal currents by 

Ga (~,n+ 1 - 2 ~,n 

+ ~,n + 1) , (34) 

where Cm is the membrane capacitance of the node, Vn 
is the transmembrane potential difference at the nth 

Outside 

Membrane 

Inside V ;,n 

Figure 11-Equivalent circuit model for myelinated nerve fi ­
ber. Membrane conductance is described by the Franken­
haeuser-Huxley nonlinear differential equations (after 
McNeal 16 ). 
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node, Ii,n is the internal ionic current flowing in the nth 
node, and Vi n is the internal voltage at the nth node. 
In this expression, Vn is taken relative to the resting po­
tential such that the resting potential is obtained at Vn 
= 0, and positive Vn applies to membrane depolari­
zation. 

Further relationships are given by 

(:35) 

(36) 

and 

(37) 

where d is the axon diameter at the node, Pi is the resis­
tivity of the axoplasm, L is the internodal gap, gm is 
the subthreshold membrane conductance per unit area, 
em is the membrane capacitance per unit area, and W 
is the nodal gap width. 

In Eq. 34, Vn is the voltage difference across the 
membrane, 

(38) 

where Vi,n and Ve, n are the internal and external nodal 
voltages, respectively, with reference to a distant point 
within the conducting medium outside the axon. Substi­
tuting Eq. 38 into Eq. 34 results in 

C 
[Ga (Vn- 1 - 2 Vn + Vn+1 + Ve, n 

m 

- 2Ve,n + Ve,n+1) - Ii,nl . (39) 

In this equation, the Ve n values are specified from 
assumptions about the stim~lus current distribution, and 
the Vn values are unknowns for which solutions must 
be found. The ionic current term can be expressed for 
either a linear or a nonlinear membrane: 

or 

(40a) 

7r d W (J a + JK + JL + Jp ) (nonlinear) . 
(40b) 

Equation 40a is a simple statement of Ohm's law for a 
linear conductor. Equation 40b applies to the nonlinear 
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ionic current expressions for the FH membrane given by 
Eqs. 22 through 25. 

The most accurate representation would treat all the 
nodes in the model as nonlinear. However, such treat­
ment can result in excessive computing time, which can 
be reduced by limiting the number of nonlinear nodes. In 
McNeal's original work, 16 he studied an II-node array 
with one central node as nonlinear and all the others as 
linear. In his study, excitation current was introduced via 
an electrode nearby the central nonlinear node. He de­
fined excitation as occurring when the nonlinear node 
reached a peak depolarization value of 80 m V. For the 
range of stimuli studied by McNeal, this arrangement 
was entirely satisfactory. However, for a more general 
range of stimulus parameters, some modifications are re­
quired. 

The model described in this article is an extension of 
the one published by McNeal, with modifications to in­
clude FH nonlinearities at each of several adjacent nodes. 
Additional extensions include a test for excitation based 
on AP propagation, the ability to model arbitrary stimu­
lus waveforms, the representation of stimulation at the 
neuron terminus, and the representation of stimulation 
by uniform electric fields. (The use of a single depolar­
ization voltage is not always an adequate indicator of 
excitation when brief oscillatory stimuli are used. In that 
case, a threshold test based on propagation is need­
ed. 17) We shall refer to this modified representation of 
McNeal's model as the spatially extended nonlinear nod­
al (SENN) model. Unless otherwise noted, SENN model 
parameters used to obtain the data in this article are those 
given in Table 4. The listed parameters are those used 
originally by McNeal. 16 The SENN model was written 
in Fortran IV. The system of differential equations rep­
resenting transmembrane currents was solved by using 
fourth-order Runge-Kutta iteration with initialization by 
the Gill technique. The time steps were typically 4 or 50/0 
of the stimulus phase duration (or of its exponential time 
constant), but they were never greater than 2 p,s. 

To exercise the model, the spatial distribution of voltage 
along the axon as a result of the stimulating current must 
be specified. One voltage distribution used in this article 
is based on isotropic current propagation from a point 
electrode placed in a uniform medium. The indifferent 
electrode is taken to be in the conducting medium, far 
from the axon. Thus, the voltage at a radial distance, 
r, from the electrode is given by 

Table 4-Example parameters for SENN model. 

Parameter 

Fiber diameter, D 
Axon diameter, d 
Nodal gap, G 
Axoplasmic resistivity, Pi 

External medium resistivity, Pe 

Membrane capacity, em 
Membrane conductivity, gm 
Internodal distance, L 

Value 

20 JLm 
0.7 D 
2.5 JLm 
110 O· cm 
300 O· cm 
2 JLF/ cm2 

30.4 mS/ cm 2 

100 D 
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V(r) = p I! (4 7r r) , (41) 

where p is the resistivity of the medium. In the general 
case, I and V are functions of time that follow the stimu­
lus waveshape. 

Another voltage distribution used in this article ap­
plies to stimulation by monophasic currents having a spa­
tially uniform current density, thereby resulting in a uni­
form electric field. The electric field is related to cur­
rent density by 

E = p J , (42) 

where E is the electric field and J is the current density. 
In Fig. 11, the nodal voltages are given by 

V e, n = V e, 1 + E L n , (43) 

where V e, 1 is a reference voltage at the terminal node, 
L is the internodal space, and n is the node number. In 
Eq. 43, it is assumed that the first node of the array is 
oriented toward the cathode of the current source. 

Excitability Properties with 
Monophasic Stimulation 

The membrane response of the SENN model to a rec­
tangular current stimulus is illustrated in Fig. 12. The 
example is for a small cathodal electrode that is 2 mm 
radially distant from a 20-p,m fiber and directly above a 
central node. The transmembrane voltage, Ll V, is scaled 
relative to the resting potential. Curves a-c show the re­
sponse at the node nearest the stimulating electrode. Re­
sponses to three different cathodal pulse magnitudes, all 
of the same duration (100 p,s), are depicted. Response 
a is for a pulse at 80% of the threshold current. Stimu­
lus pulse b is at threshold, and pulse c is 20% above 
threshold. The threshold stimulus pulse in this example 
has an amplitude (IT) of 0.68 mAo 

Figure 13 illustrates threshold charge and current from 
the SENN model evaluated for anodal and cathodal rec­
tangular stimuli with pulse durations of 1, 5, 10, 50, 100, 
200, 500, 1000, 2000, and 10,000 p,s. The plotted 
thresholds are known as strength/duration (SID) curves. 
The vertical separation between the anodal and cathodal 
curves reflects the polarity selectivity ratio (P), which is 
the ratio of absolute thresholds for anodal! cathodal 
stimuli. The selectivity ratio is nearly constant, ranging 
from 4.2 at a pulse duration of 1 p,s to 5.6 at a pulse 
duration of 10 ms. This range of P is consistent with 
in-vivo stimulation of nerve axons, although smaller ratios 
are observed with electrocutaneous sensory stimu­
lation. 17 

Figure 13 also shows the SID curves for a cathodal 
exponential stimulus having the form 10 e - (/T, where 10 
is the peak current and T is the decay time constant. The 
exponential current is applicable to capacitive discharge 
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Figure 12-Response of the SENN model to a rectangular 
monophasic current of 100-Jls duration. Curves a-c show the 
response at the node nearest the electrode for three levels 
of current. IT denotes the threshold current. Curves d-f show 
the propagated response at the next three adjacent nodes 
for a stimulus at threshold . The example applies to a 20-Jlm­
diameter fiber and a point electrode 2 mm radially distant 
from the central node (from Reilly et al. 17 ). 

stimuli. These curves are similar to those for a simpli­
fied linear model. 18 

As the stimulus duration is reduced, the threshold 
charge reaches a minimum; for long-duration stimuli, 
the peak threshold current is minimized. The minimum 
peak current for a long-duration stimulus is known as 
the rheobasic current. The exponential and rectangular 
stimuli have the same minimum charge threshold. At 
brief durations, sensitivity is not affected by the fine 
structure of the monophasic pulse waveform. 

The shapes of the S/ D curves in Fig. 13 are similar 
to the mathematical expressions derived for a linear rep­
resentation of a membrane, 18 

10 

I min I-e - T/ Tm 
(44) 

and 

Q o 7/7/11 
= , 

Q min l-e - TiTm 
(45) 

where 10 is the threshold current, Q o is the threshold 
charge given by 107, 7 is the duration of a rectangular 
current pulse, 7 m is the membrane time constant given 
by the product of membrane resistance (Rm) and ca­
pacitance (Cm ), I min is the minimum threshold current 
for 7 - 00, and Qrnin is the minimum charge for 7 - O. 
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Figure 13-SENN-model strengthlduration curves for 
monophasic stimuli: point electrode stimulation of a 20-Jlm 
fiber. The left vertical axis indicates threshold charge for AP 
initiation. The right vertical axis indicates threshold current. 
The horizontal axis represents pulse duration for a rectan­
gular stimulus or time constant for an exponential stimulus 
(from Reilly et al. 17). 

In the neural stimulation literature, a measure of the 
membrane response time is often cited in terms of 
"chronaxy," which is defined as the threshold duration 
of a rectangular current pulse whose amplitude is twice 
the rheobasic current. The relationship of chronaxy to 
the membrane time constant is readily derived from Eq. 
44 by setting 10/1 min equal to 2 and solving for 7 m' The 
result is 

chronaxy 0.693 7 m • (46) 

The shape of the S/ D curve for a linear RC network 
model of a single node is characterized in Eqs. 44 and 
45 by the membrane's exponential time constant, given 
by the product R m Cm • The SENN model also has a re­
sponse time that depends on both linear and nonlinear 
membrane properties and internodal resistance, Ra. 
Consequently, no single linear circuit parameter specifies 
the curves in Fig. 13. It is therefore useful to define an 
equivalent SID time constant (7e ) in terms of the shape 
of the S/ D curve. Here, 7 e is defined as the RC time 
constant of the linear single-node model having an S/ D 
curve shape that best matches the shape of a given em­
pirical curve. By using a linear least-squares fit of Eq. 
44 to the rectangular current threshold curve in Fig. 13, 
a value of 7 e of 92.3 jJ-S is obtained. This value differs 
from the simple product of membrane capacitance and 
resistance in the subthreshold region of linear response, 
for which the product Rm Cm is only 66 jJ-S. 

The S/ D time constant is defined here in terms of a 
best-fitting ideal curve taken from a linear circuit model. 
The time constant can also be determined by the ratio 
Qmin / Imin . 19 By applying this calculation to the data 
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displayed in Fig. 13, the SID time constant is found to 
be 92 j-tS. Agreement between this definition and the 
least-squares fit method is expected if the SID relation 
follows the form given by the linear circuit model (Eqs. 
44 and 45). 

Experimental values of Te can be inferred from the 
SID curve shape, from chronaxy using Eq. 46, or from 
Qrnin / Imin • Table 5 presents a summary of Te values de­
termined from a variety of experiments. The value of 
Te for the SENN model (about 100 j-ts) falls within the 
reported experimental range and is quite close to exper­
imental values reported for in-vivo stimulation. How­
ever, many of the experimental time constants for cu­
taneous stimulation exceed that of the SENN model by 
a factor of 2 or more. It has been hypothesized 26 that 
the values of P and Te observed with electro cutaneous 
stimulation may arise from stimulation at neural end 
structures (e.g., receptors, free nerve endings, and motor 
neuron end plates). 

Current Density and Electric Field Relationships 
The thresholds plotted in Fig. 13 were derived for stim­

ulation via a small point electrode near the axon where 
the spatial distribution of the voltages along the axon 
follows Eq. 41. To determine the general spatial distri­
bution requirements for neural excitation, we recall that 
the membrane is depolarized near the cathode and that 
adequate depolarization (= 15 m V) will initiate an ac­
tion potential. Figure 14 illustrates two bipolar electrode 
arrangements for stimulating a nerve fiber. In arrange­
ment a, current flow toward the cathode results in mem­
brane depolarization in that region; current flow near 
the cathode results in hyperpolarization. In arrangement 
b, the membrane will be hyperpolarized on the side of 
the axon near the anode and depolarized on the side near 
the cathode. Various experimental studies have shown 
that the neuron is relatively insensitive to transverse field 
stimulation (as in Fig. 14b), relative to longitudinal 
stimulation (as in Fig. 14a).27 Such experimental find­
ings correspond with theoretical expectations. 16,28 

In addition to a longitudinal orientation, the electric 
field must also have a spatial gradient to support excita­
tion. This property can be appreciated. by referring to Eq. 
39, which shows that second differences of the external 
voltages drive changes in the membrane potential. If the 
electric field were uniform and the axon were infinite 
in both directions, there would in theory be zero net cur­
rent transfer at every node. However, the field within 
this biological medium is never uniform. Furthermore, 
an effective field gradient will be realized if the orienta­
tion of the axon changes with respect to a locally uni­
form field or if the axon is terminated in the field (as 
with receptors, free nerve endings, or the nerve connec­
tions at the muscle fibers). 

Uniform field excitation was studied with the SENN 
model with a 21-node array; the first seven nodes used 
the nonlinear FH equations. In each case examined, ex­
citation was initiated at the terminal node nearest the 
cathode, and the threshold was independent of the ini­
tial reference voltage, Ve, l. We interpret this arrange­
ment as representing stimulation at neural end structures. 
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Table 5-S/0 time constants determined from 
published literature. 

('(J) 

Type oj 
Measurement Comment Ref. 

150 Electrocutaneous 20 
sensory 

200 Electrocutaneous 21 
sensory 

300 Electrocutaneous 22 
sensory 

220 Electrocutaneous Small 23 
sensory electrodes 

2000 Electrocutaneous Large 23 
sensory electrodes 

200-900 Electrocutaneous 24 
sensory 

20-700 Electromyography Enervated 25 
muscle 

~43oo Electromyography Denervated 25 
muscle 

29 In-vitro mammal A{3 fibers 11 
nerve 

450 In-vitro mammal A s fibers 11 
nerve 

80-100 In-vivo mammal 3- to 13-Jl.m 17 
nerve fibers 

Axon 

(b) Transverse 

Figure 14-Longitudinal and transverse current excitation . 

The threshold curves for uniform field stimulation are 
similar to the point electrode stimulation curves in Fig. 
13, except that the units on the vertical axes must be in­
terpreted differently. Instead of stimulus current, thresh­
olds are expressed in terms of the normalized electric field 
within the biological medium; instead of threshold charge, 
thresholds are expressed in terms of the product of field 
and pulse duration. Alternatively, the uniform field stim­
ulation threshold values can be expressed in terms of cur­
rent density (1) or charge density (q) by mUltiplying the 
previously mentioned values by the conductivity of the 
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Table 6-Minimum stimulus thresholds with uniform field excitation: 
single monophasic stimuli. 

Fiber Diameter (pm) 

Criteria 5 10 20 

A. Field strength criteria 
1. E min (VI m) 24.6 12.3 6.2 
2. (E7) Illin (V · s/ m) 2.98 x 10 - 3 1.49 X 10 - 3 0.75 X 10 - 3 

B. Current density criteria 
1. Jmin (A/ m 2) 4.92 2.46 1.23 
2. qmin (C/ m 2) 6.0 x 10 - 4 3.0 X 10 - 4 1.5 X 10 - 4 

Notes: Thresholds A.I and B.I apply to long pulses (7 ~ 1 ms). Thresholds A.2 
and B.2 apply to short pulses (7 :5 5 J1.s). Current and charge density were deter­
mined for conductivity a = 0.2 S/ m. 

medium. A linear least-squares fit of the uniform field 
excitation thresholds to Eq. 44 yields an SID time con­
stant of 7e = 120 f-tS. 

Table 6 presents the minimum threshold values (anal­
ogous to Q min and I rrtin ) used as normalizing factors for 
the uniform field SID curves. For long pulses (7 ~ 1 
ms), the minimum threshold is expressed in Part A of 
Table 6 in terms of the induced field. For short pulses 
(7 :5 5 f-ts), the minimum threshold is given in terms of 
the product of field strength and pulse duration. 

The longitudinal separation of nodes in a myelinated 
fiber is directly proportional to fiber diameter. Therefore, 
the absolute threshold in a uniform field is inversely pro­
portional to fiber diameter. This relationship can be seen 
by referring to Eq. 39: if the nodal separation is increased, 
the external nodal potential differences within a uniform 
electric field will increase proportionately. Table 6 ex­
presses thresholds for fiber diameters of 5, 10, and 20 
f-tm. These values effectively cover the diameter spectrum 
of myelinated fibers. 

The electric field in the medium is the primary force 
governing stimulation. However, current density is per­
haps a more frequently cited stimulation parameter. Table 
6 also expresses thresholds in units of current and charge 
density. These quantities are determined by multiplying 
E and E7 by the conductivity of the medium, (J. In Table 
6, the quantities in Part B were obtained from those in 
Part A by assuming a conductivity of (J = 0.2 Si m for 
the bulk conductivity of muscle tissue. The current den­
sity and electric field thresholds listed in Table 6 brack­
et experimentally determined values 29

-
33 if appropriate 

allowances are made for waveform and geometric 
factors. 

Excitability Properties with Biphasic Stimuli 
The current reversal of a biphasic pulse can reverse 

a developing AP that was excited by the initial phase. 
As a result, a biphasic pulse may have a higher threshold 
than a monophasic pulse. Figure 15 shows SID curves 
from the SENN model for three types of stimuli: a 
monophasic constant-current (rectangular) stimulus, a 
symmetric biphasic rectangular stimulus, and a sinusoi­
dal stimulus. The data apply to stimulation via a point 
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Figure 1S-S/ D relationships derived from the SENN model: 
point electrode stimulation of a 20-Ikm fiber. Current thresh­
olds and charge thresholds are for single-pulse monophas­
ic and for single-cycle biphasic stimuli with initial cathodal 
phases . Threshold current refers to the peak of the stimulus 
waveform. Charge refers to a single phase for biphasic stimuli 
(from Reilly et al. 17 ) . 

electrode 2 mm radially distant from a 20-f-tm-diameter 
fiber. The biphasic stimuli consist of a single stimulus 
cycle with an initial cathodal phase followed by an an­
odal phase of the same duration and equal magnitude. 
The phase duration indicated by the horizontal axis is 
that for the initial cathodal half-cycle. Stimulus magni­
tude is given in terms of peak current on the right verti­
cal axis and in terms of the charge in a single monophasic 
phase of the stimulus on the left vertical axis. The charge 
is computed from Q = IT for the rectangular waveforms 
and is given by Q = (2/ 7r)IT for the sinusoidal wave­
forms, where I is threshold current amplitude and 7 is 
phase duration. 
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The effect of current reversal in the biphasic wave­
forms is to increase the threshold requirement for a 
propagating AP. This situation can be seen in Fig. 15 
by comparing the monophasic and biphasic rectangular 
stimulus thresholds. For long durations, the threshold 
current is the same for the two stimuli. However, as the 
stimulus duration becomes short relative to the equiva­
lent SID time constant (about 100 J.Ls), the biphasic cur­
rent has an elevated threshold. The degree of elevation 
is magnified as the stimulus duration is reduced. 

The thresholds illustrated in Fig. 15 apply to stimuli 
with an initial cathodal phase. Thresholds are greater if 
the initial phase is anodal, but only if the phase dura­
tion is less than 100 J.Ls. For a single cycle of a sine wave, 
the SENN model shows that if the initial phase of the 
stimulus is anodal, thresholds are greater than initial 
cathodal thresholds by 5070 at a phase duration of 100 J.Ls, 
10% at 50 J.Ls, 45% at 10 J.LS, and 60% at 5 J.Ls. 

Figure 16 illustrates threshold multipliers (M) based 
on the SENN model for biphasic rectangular pulses with 
uniform field excitation. The vertical axis gives the 
threshold multiplier for a double pulse relative to a sin­
gle pulse. The portion of Fig. 16 above M = 1 applies 
to a biphasic pulse doublet, where the current reversal 
has the same magnitude and duration as the initial pulse. 
The portion of Fig. 16 below M = 1 is for a monophasic 
pulse doublet. Figure 16 applies if the initial pulse is 
cathodal. Stimulation is also possible with an initial ano­
dal pulse, but the thresholds are elevated. 

According to Fig. 16, biphasic threshold elevation de­
pends on the pulse duration and the time delay before 
current reversal. Thresholds are most elevated when the 
pulse is short and the current reversal immediately fol­
lows the initial pulse. If the phase reversal is delayed by 
100 J.Ls or more, there is little detectable effect on the 
threshold. An implication of the results shown in Figs. 
15 and 16 is that the membrane integrates the stimulus 
over a duration roughly equal to the equivalent SID 
membrane time constant. This integration is nonlinear: 
the biphasic waveforms all inject zero net charge but 
have finite threshold magnitudes. 

There are relatively few experimental data for biphasic 
stimuli with which to compare SENN model results. One 
study tested sensory sensitivity to biphasic pulses hav­
ing phase durations of 20 to 50 J.LS, with delays from 10 
to 50 J.LS. 34 The reported ratios among thresholds were 
within a few percent of the multiplier obtained with the 
SENN model (Fig. 16). Another study using damped co­
sine waves demonstrated that the phase reversal of an 
oscillating stimulus can elevate thresholds relative to a 
monophasic stimulus. 35 

The biphasic threshold data of Fig. 15 can be repre­
sented by strength/ frequency (SI F) curves, as shown in 
Fig. 17. The horizontal axis in Fig. 17 is the inverse of 
twice the phase duration in Fig. 15. Figure 17 also shows 
the threshold curve for continuous sinusoidal stimu­
lation. 17 

Figure 17 includes experimental threshold curves for 
human perception and muscle contraction. 36

,37 The ex­
perimental curves have been arbitrarily scaled on the ver-
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Figure 17-S/F curves for sinusoidal current stimuli. Upper 
curves are from experimental data. 36,37 Lower curves apply 
to the SENN model. Experimental curves have been shifted 
vertically to facilitate comparisons (adapted from Reilly et 
al. 17 ). 

tical axis to facilitate comparison of the curve shapes. 
The shapes of the experimental and continuous stimu­
lation SENN curves correspond reasonably well, con­
sidering that continuous stimulation was used in the cited 
experimental studies. The high-frequency upturn is also 
consistent with other sensory data 38 and is due to the 
biphasic membrane integration effects discussed earlier. 
Below 40 Hz, thresholds rise for sinusoidal stimulation. 
At low frequencies, the slow rate of change of the sinu­
soid prevents the membrane from building up a depolar­
izing voltage because membrane depolarization is coun­
teracted by membrane leakage. In contrast, square-wave 
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biphasic stimuli do not have a rate of change that de­
pends on frequency. Consequently, no upturn in thresh­
olds occurs at low square-wave frequencies. 

Repetitive Stimuli 
Repetitive stimuli can be more potent than a single 

stimulus through threshold reduction or through re­
sponse enhancement because of multiple AP generation. 
In both cases, an integration effect of the multiple pulses 
occurs. In the first case, the integration takes place at 
the membrane level. In the second, response enhance­
ment takes place at higher levels within the central ner­
vous system for neurosensory effects and at the muscle 
level for neuromuscular effects. 

The lower section of Fig. 16 illustrates multiple pulse 
threshold effects for two pulses of the same polarity. The 
figure gives the threshold multiplier relative to that for a 
single pulse when there are two pulses of stimulation. 
The effects are most pronounced for short pulses and 
short interpulse delays. (In this representation, a delay 
of zero is really the same as a single pulse of twice the 
duration.) Even at a delay of 200 p,s, the integrative ef­
fects of a second pulse reduce the threshold by about 
10070 for Tp ~ 20 p,s. The SENN model was also exer­
cised to evaluate the threshold modification for se­
quences of pulses, Np , numbering 1,2,4,8, 16,32,64, 
and 128. Figure 18 illustrates the results for T = 10 p , 

50, and 100 p,s and for 0 = 10, 50, 100, 200, and 500 
p,s. As in Fig. 16, the vertical axis gives the threshold 
multiplier relative to a single pulse. The curve labeled 
o = ° applies to continuous stimulation. Threshold 
reduction due to pulse integration is increased as the 
pulse duration and delay time are shortened. At a delay 
of 500 p,s, the SENN model shows no measurable pulse 
integration effect. 
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Butikoffer and Lawrence39 used the FH equations at 
a single node to quantify the integrative effects of multi­
ple pulses having a duration of 50 p,s and a delay of 250 
p,S. The threshold for five pulses was reduced about 20% 
relative to a single pulse, and most of that reduction was 
achieved by the third pulse. Even for pulse delays as long 
as 5 ms, cutaneous perception threshold reductions on 
the order of 7 to 8% have been reported for continuous 
pulse trains with pulse durations from 100 to 400 p,S.22 

SUMMARY AND DISCUSSION 

A principal motivation for this work was to provide 
a predictive framework for assessing the excitatory 
potency of electric currents. The SENN model discussed 
here incorporates spatial and temporal aspects of the 
stimulus current into a theoretical model that accounts 
for a variety of experimental relationships. 

For simple monophasic currents applied locally, the 
relevant parameters governing stimulus potency depend 
on the time scale of the stimulus. For stimuli that are 
short relative to the depolarization processes of the mem­
brane, the relevant parameter is the stimulus charge. 
Within this brief time interval, the details of the stimu­
lus waveform are practically unimportant. On the other 
hand, if the duration of a monophasic stimulus is long 
compared with the depolarization time, the relevant pa­
rameter is peak stimulus current. At neither extreme is 
stimulus energy a relevant parameter, as has been com­
monly supposed. 

Excitation by biphasic stimuli is more complex because 
the current reversal may be able to reverse the excitatory 
process that is started by the initial phase. In that case, 
the details of the current waveshape and its temporal 
scale relative to the depolarization time constant are crit-
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ical factors. If the current reversal is accomplished on 
a short time scale, excitation thresholds are elevated. On 
the other hand, if the biphasic wave is repeated, thresh­
olds can be reduced to a level below that for a single 
monophasic pulse. 

The SENN model described here is able to represent a 
broad range of stimulus relationships. As such, it rep­
resents a useful tool for understanding experimental data 
and for predicting effects that are not readily studied 
experimentally. 
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