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MODELING THE ACQUISITION 
AND REPRESENTATION OF KNOWLEDGE 
FOR DISTRIBUTED TACTICAL DECISION MAKING 

This article discusses research on fundamental issues underlying the design of reconfigurable 
knowledge-based systems for support of distributed tactical decision making. A concept of distribut­
ed knowledge bases interacting in an open communications system to support peer-level decisions 
is presented. General progress is described in terms of a computer-based three-node interview and 
test system. 

INTRODUCTION 
For knowledge to be used effectively in human/com­

puter decision environments, it must be represented in 
forms most amenable to the problem environment and 
the decision processes of the human decision makers. 
We are conducting research on fundamental issues un­
derlying the design of reconfigurable knowledge-based 
systems to support decision processes of multiple tac­
tical commanders using a common decision-aiding sys­
tem in which their own tactical knowledge may be 
represented. 

BACKGROUND 
In a distributed tactical decision-making (DTDM) 

system, decision makers who are separated spatially, 
electronically, and organizationally must develop and 
maintain an understanding of their dynamic decision 
environment, which consists of all pertinent factors in­
volved in the exercise of their authority. In cases of in­
complete or conflicting decision information, doctrine 
and experience augment the decision environment. 

Doctrine provides commanders "acceptable" courses 
of action; however, it is generally inadequate to achieve 
full effectiveness of distributed resources. As doctrine 
is expanded to accommodate a wider range of precon­
ditions and associated actions, selection among accept­
able options becomes increasingly dependent on each 
commander's perception of existing conditions (in ef­
fect, weakening the predictability of doctrine). Thus, 
doctrine fails to support the effective coordination of 
distributed resources to the extent that separate com­
manders are operating with different knowledge of the 
doctrinal preconditions. 

A second failing of doctrinal control of distributed 
resources results from the limit, in its application, of 
the' 'weakest link." By promoting actions compatible 
with all units, doctrine sacrifices localized effectiveness 
to achieve uniformity of control. In the worst case, with 
no external communications, this leads to independent 
actions at the lowest effectiveness level and may result 

Johns Hopkins APL Technical Digest, Volume 7, Number 1 (1986) 

in the loss of all cooperative or synergistic capabilities 
of the several units involved. 

The experience of individual decision makers, com­
prising as it does lifelong education, training, and mem­
ory of past events, does not necessarily suffer those 
failings. However, it, too, has its limitations in a dis­
tributed decision-making environment insofar as in­
dividual decision makers do not know what decisions 
are being made and what actions are being taken by 
other decision makers within their regional decision en­
vironment. If there were a way to convey continually 
to his peers the experience and related environmental 
knowledge of each decision maker, the coordination of 
decisions to avoid conflicting resource allocation and 
to exploit opportunities for synergistic action would be 
facilitated. Such a mechanism for understanding the de­
cisions of others may be necessary but may not be suffi­
cient to achieve optimal decisions in a distributed 
tactical problem domain. Other requirements for effec­
tive decision making by physically separated command 
peers will likely include compatible representation, pro­
cessing, and communication of knowledge. 

CONCEPT 
One possibility we are exploring for improving dis­

tributed decision making at a given level of command 
is for decision makers such as area commanders to use 
local instantiations of a common knowledge-based 
decision-aiding system incorporating essential elements 
of doctrine and expertise from all mission areas. With 
such a system of knowledge bases operating in reduced 
-communication scenarios, each participant could, in 
principle, project and keep track of the best estimate 
of the likely responses of other system participants to 
evolving events. As the tactical environment permit­
ted, the system could be calibrated with updates about 
the actual decisions and related performance of sys­
tem participants, thereby permitting a decision mak­
er the opportunity to refine his understanding of peer 
decision processes and the overall situation. Also, 
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should one or more of these decision makers, or his 
ability to control assigned resources, be lost to the 
DTDM system, that state change could be recognized 
(in the form of conflicts with expected behavior) within 
the system so that mission-essential functions could be 
reassigned to other decision makers. Similarly, as units 
departed or joined the organization, the overall con­
trol structure could be reconfigured so that new par­
ticipants in the operation of the system would be 
recognized. A major potential strength of such a well­
defined distributed knowledge-based system would be 
the ability to reconstruct local inferences and their tac­
tical consequences so that when communication re­
strictions were subsequently relaxed, each decision peer 
could be made aware not only of the actual current 
situation but of its evolution during communication 
blackouts as well. 

PURPOSE OF RESEARCH 
Given that concept as a general goal, the purpose of 

this research is to investigate the nature of the decision 
processes of experienced Naval tactical decision-making 
peers who, although spatially and electronically sepa­
rated, must coordinate their decisions and actions to 
satisfy several (possibly conflicting) sets of warfare-area 
requirements within the context of a prescribed mission. 

To do this, we have set the following goals for our 
research: 

1. Identify DTDM planning elements that are neces­
sary for the effective coordination of tactical de­
cisions made by peers interacting in an open 
system. 

2. Identify DTDM knowledge requirements in terms 
of tested psychological, computational, and com­
municative procedures and levels of problem­
solving abstraction. 

3. Identify information flow and internode commu­
nications requirements that are needed for dis­
tributed decision processes and interactions. 

METHODS 
To improve the likelihood that the Navy DTDM do­

main is described appropriately and adequately in our 
research, we have developed a taxonomic structure to 
identify and organize requirements for Navy DTDM 
in relation to candidate human and computer process 
models. The taxonomy is constructed along the three 
major dimensions of psychological, computational, and 
communicative processes. Each major dimension car­
ries with it requirements for acquisition, representation, 
and utilization of knowledge associated with that pro­
cessing. Also, each dimension is further defined in terms 
of hierarchical levels of processing. 

The choice of models for each processing dimension 
and the interrelationship of the levels of processing de­
termine the basic knowledge representation require­
ments at each level. Using the taxonomy, a number of 
process models can be characterized in relation to oth-
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er models. For any single or composite model proposed 
as a candidate to address the combined psychological, 
computational, and communicative processes of 
DTDM, the challenge is to identify the processing rela­
tionships at increasing levels of complexity in terms that 
will support the required empirical validation. Given 
the specification of those relationships, methods of 
knowledge acquisition, representation, and utilization 
may then be analyzed in terms of observed performance 
in fulfilling a complete or generative set of DTDM re­
quirements. In this complex process, we are restricting 
our focus initially to the knowledge representation re­
quired in an open system of Navy command peers when 
their decisions are characterized as separate psycholog­
ical, computational, and communicative processes, as 
described below. 

Psychological Processes 
In the spirit of the "human information processing" 

paradigm of modern cognitive psychology,I-3 we are 
exploring psychological constructs of time-critical de­
cision making within an adapted form of Rasmussen's 
empirically derived decision process model. 4,5 The hu­
man information processing paradigm is especially ap­
propriate to the effort because it is of current interest 
in the psychological community and is compatible with 
current computer science approaches to research in 
knowledge-based artificial intelligence systems. 

Rasmussen's model (Fig. 1) is organized as a hierar­
chy of levels of abstractness that takes into considera­
tion skill-based, rule-based, and knowledge-based per­
formance and the different ways in which information 
is perceived, analyzed, and used at each of those per­
formance levels. The model has been developed through 
studies in the complex environment of nuclear power 
plant control-room operations and appears to offer a 
reasonable initial framework within which to structure 
psychological studies of performance in the Naval tac­
tical decision-making environment. 

As abstractions from the investigation of human per­
formance, the skill-, rule-, and knowledge-based levels 
bear a strong resemblance to problem-solving perfor­
mance levels of artificial intelligence investigations, 
where algorithmic solutions, rule-based systems, and 
other knowledge-based heuristic reasoning approaches 
are used to solve problems at increasingly abstract lev­
els of performance. 6 Similarly, knowledge engineering 
techniques associated with the development of expert 
systems appear to be useful for modeling and studying 
tactical decision-making processes for and among mul­
tiple commanders and also for comparing knowledge 
representation formalisms. 

We are using knowledge engineering techniques to 
build laboratory tools for acquiring data and exercis­
ing decision-making processes. However, the theoreti­
cal basis for our experimentation models is a still-de­
veloping integration of Rasmussen's model of decision 
making with a Navy command and control process 
model and an open system communications model 
(described below). 
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Figure 1-Performance levels of skilled human operators. 4 

Task performance at different conceptual levels requires 
more or less direct conscious application of human knowl­
edge. At the level of skill-based behavior, highly integrated 
automatic actions can be taken in direct response to the de­
tection of environmental signals or to the matching of fea­
ture patterns without conscious control. At the level of 
rule-based behavior, signs are interpreted by recognition and 
association mechanisms that relate familiar environmental 
states to task requirements, and action decisions are made 
in terms of stored sets of (previously successful) rules that 
apply to the state/task relationships. At the level of knowl­
edge-based behavior, symbolic information about unfamiliar 
situations must be interpreted by a human decision maker 
who can identify the meaning of symbolic information, cast 
it into task statements related to explicit performance goals, 
and plan and execute desirable courses of action. 

Environment 

Fleet 
ommander-in-Chief 

Battle Force/Battle 
Group Commander 

Unit Commander 

Computational Processes 
In 1977, APL was asked to assist in developing a con­

cept for an integrated command and control system to 
support Naval warfare in the year 2000. A series of pro­
cessing models and system architectures was produced 
through an analysis of projected mission requirements 
identified by senior Naval commanders in open war­
gaming at APL. 7

,8 The models, derived empirically us­
ing specific processing capabilities already planned for 
Navy acquisition, reflect a restricted engineering per­
spective on command and control that may not be com­
plete theoretically with respect to the general problem 
domain of DTDM. 

As a foundation for much of that analysis of Navy 
C 31 Year 2000 systems, APL also developed a gener­
al model of computational processes supporting cur­
rent and projected command and control functions 
(Fig. 2). Known as the Year 2000 C 31 process model, 
it reflects the Navy command structure and sensor-to­
decision processing levels determined by current and 
planned sensor and computer systems. We are using this 
model to address computational processes in DTDM 
in relationship to psychological processes associated 
with human control of the total system on the one hand 
and communications processes judged appropriate for 
the interaction of decision-making peers on the other. 

Communicative Processes 
The tactical nature of DTDM requires interconnec­

tivity of distributed resources and decision makers in 
an environment of uncertain and restricted communi­
cations where the composition of resources may change 
drastically as command or casualties dictate. This open 

Doctrine Orders 

~ Information Command levels Command functions II Information management functions 

~Commands 

Figure 2-Functional model of the command and control processJ Each commander plans, decides, and acts on the basis 
of inputs from the sense, process, classify, and evaluate functions, from the existing doctrine, and from the orders promul­
gated by higher level commanders. The decision of the commander may be to delegate authority for a particular action to 
a subordinate commander (who can then do his own planning), to direct his activities using operational plans or orders, or 
to control his actions with specific orders. At the same time, the commander (or his staff) monitors the execution of the 
plans and orders. The actions taken at each level affect the environment, even though only one feedback loop is shown her~ 
for simplicity. The resulting events are sensed by the existing system, starting the new flow through the model. Thus, C 
is a closed-loop process with multiple tiers of interrelated functions and multiple feedback loops. 
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system thus requires networking of control and infor­
mation so as to optimize coordinated tactics and error­
free exchanges in a dynamically reconfigurable en­
vironment. 

A reasonable model of open systems interconnection 
processes that we are using in our investigation is the 
Open Systems Interconnection model (Fig. 3) developed 
by the International Standards Organization. 9,10 That 
model, like the Rasmussen and Year 2000 C3I models, 
is a hierarchical process model that has been used suc­
cessfully to build systems providing reliable intercon­
nection and control of computer processes and reliable 
exchanges of information in an open system of peers. 
In a direct extension of these ideas, we are exploring 
the viability of layered protocol structures to coordinate 
control and communications in DTDM. 

Another potentially strong benefit of using the Open 
Systems Interconnection approach is in the area of 
knowledge-base reconstitution (following loss of a node) 
or reconfiguration (following loss of the computation­
al capability of a node). We are addressing those is­
sues in our analysis of knowledge representation in the 
composite psychological, computational, and com­
municative processes by examining information stor-

DTDM Node A DTDM Node B 
Application protocol 

Presentation protocol 

Session protocol 

Transport protocol 

Network protocol 

Data link protocol 

Physical protocol 

Figure 3-Network architecture. 9 In this layered network ar­
chitecture, which is based on the International Standards Or­
ganization Reference Model of Open Systems Interconnec­
tion, a layer has been created where a different level of ab­
straction is needed. Each layer performs a well-defined func­
tion, with layer boundaries chosen to minimize information 
flow across interfaces. Protocols are defined at each layer 
to support communications among host nodes at the sever­
al levels of abstraction that are represented. (Dashed lines 
identify virtual or apparent connections; solid lines identify 
actual or physical connections.) 
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age and flow requirements for selected distributed de­
cision-making events. 

Knowledge Elements 
Our approach to the acquisition, representation, and 

utilization of knowledge is described in the following 
sections (see also Ref. 11). Of course, knowledge ac­
quisition, representation, and utilization interact sym­
biotically, so they must be pursued together. 

Know/edge Acquisition. In order to identify and 
classify representation requirements in terms adequate 
for defining measures of effectiveness, representative 
DTDM events are being exercised in controlled inter­
view settings. Because tactical knowledge is largely situ­
ational in nature, we pose structured tactical problems 
to our subjects in order to have a framework within 
which to elicit their expertise and in order to be able 
eventually to make comparisons (across decision mak­
ers) among their responses in an organized quest for 
common structures in their decision processes. Exist­
ing tactical problems developed at APL are used when 
possible, and consideration will be given to using prob­
lems or scenarios available from Navy laboratories, 
schools, and other facilities. New scenarios are devised 
as necessary to meet research requirements and goals 
if available ones do not meet our needs. 

Along with the use of such tactical problems is the 
use of a computer-based scenario generation, interview, 
and simulation system that we have developed to ac­
quire and exercise knowledge from experienced tacti­
cal decision makers. The associated interview techniques 
are aimed at eliciting responses about what they are do­
ing and thinking in the course of solving problems and 
making decisions. The interviews do so in such a way 
as to be able to derive both explicit and implicit interpre­
tations of the knowledge and processes being used to 
perform the tasks. We are aware that people do not 
necessarily do what they think or say they do when solv­
ing problems and making decisions. 12 

Know/edge Representation. There are many ways 
to represent knowledge. Each approach is based on as­
sumptions about the qualitative nature of the knowl­
edge and the mental processes to be represented. It is 
therefore necessary to determine the nature of the 
knowledge that a system will be expected to use before 
decisions can be made about the system architecture and 
the best way to represent the knowledge within that ar­
chitecture. 13

,14 Our research addresses this issue by 
analyzing knowledge structures obtained in the knowl­
edge acquisition phase (above) and their relationship 
to the psychological, computational, and communica­
tions process models described earlier. It also address­
es the issue in terms of a priori structures derived from 
relevant psychological literature on the organization of 
memory for problem solving and decision making. 

Candidate psychologically based representation struc­
tures include semantic association networks; strict and 
"tangled" hierarchical taxonomic structures; contex­
tual schemata or "frames"; "script" representations; 
a skill-, rule-, and knowledge-based human perfor­
mance model; a "cognitive architecture" form of rep-
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resentation; production rule structures; procedural 
structures; and various mixtures of these and other such 
structures. Many of the psychological models have cur­
rent examples in computer software systems developed 
by psychologists and computer scientists in the course 
of their research. The availability of such systems can 
fac;ilitate the conduct of laboratory and field experi­
ments designed to examine the effects of alternative 
structural representations of knowledge on problem 
solving and decision making. 

Central to our concept and purpose is the represen­
tation of the knowledge of multiple decision makers 
within the same decision-aiding system framework. 
Analysis and experimentation must determine which 
aspects are shared among decision makers and which 
are idiosyncratic. This dimension of decision-making 
performance may be a significant factor in establish­
ing a basis for a distributed command decision-aiding 
system of the kind we have described. We expect that 
analysis along these lines will yield identifiable qualita­
tive components of the decision processes involved and 
that some of the components will be quantitatively 
measurable. The identification of such components 
should lead to the development of criteria for objec­
tive measures of decision-making performance that can 
be applied within our interview system and, perhaps, 
to a more general context of decision-making perfor­
mance analysis in other systems. Objective measures 
and well-defined component DTDM processes would 
define benchmarks that could be used by researchers 
for comparative analyses. 

Knowledge Utilization. Knowledge represented 
throughout a distribution of tactical command nodes 
for DTDM can be partitioned into local and external 
knowledge elements. Under the assumption that op­
timal processing efficiency and accuracy will result when 
common knowledge structures and processes are used 
for both local and external knowledge elements (as in 
the Naval Tactical Data System), we are using them to 
acquire, represent, and employ knowledge elements in 
our composite processing model and in our interview 
system. 

Because the value of knowledge is judged by its use, 
we are concerned with individual and composite knowl­
edge structures (i.e., knowledge elements correlated and 
combined from several units to form a composite' 'pic­
ture" of an event) that are most amenable to DTDM 
via separate psychological, computational, and com­
municative processing. Interactions with tactical experts 
in our interview system will continue to provide insights 
in this area. If we can identify knowledge representa­
tion formalisms amenable to the major processing 
models, we plan to extend our tactical analyses to ad­
dress specific decision-event representations and perfor­
mance measures. 

PROGRESS 
The following sections describe our progress after one 

year of effort on the theoretical framework, the ex­
perimental environment, and software and hardware 
issues. 
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Theoretical Framework 

We have developed a composite process model to de­
scribe DTDM in terms of psychological, computation­
al, and communicative processes that are interrelated 
functionally in three levels of decision-making abstrac­
tion. In Table 1, decision making, monitoring, and ac­
tuation are modeled for each node in an open system 
of decision-making peers. The functions depicted for 
each process area are organized into three levels of ab­
straction. For example, rule sets, computational evalu­
ation, and communications session management func­
tions have been classified at a level of abstraction la­
beled "integrated man/machine procedures" for the 
purpose of knowledge representation and information 
flow analyses. The selection of the three levels of ab­
straction to organize all DTDM processes reflects a first 
approximation to the psychological processes and an 
underlying assumption that computational and com­
municative processes will be subordinated to human 
problem-solving procedures. The placement of com­
putational and communicative functions within each 
level reflects our current best estimate regarding the abil­
ity of humans, computers, and network communica­
tions systems to perform the functions alone or in some 
combination. 

Borrowing from the Open Systems Interconnection 
model for computer networking, the DTDM environ­
ment may be viewed as an open system of decision­
making and tactical-control nodes that are interconnect­
ed via physical and virtual protocols or as general proce­
dures known and used by all DTDM peers. For exam­
ple, the collection of standing orders issued by a com­
mander to his watch officers constitutes a set of pro­
tocols. Similarly, the computational functions to mon­
itor events associated with watch officer duties and the 
communications functions to support interactions among 
watch officers of different units constitute protocols at 
lower levels of abstraction. 

Tactical decision functions of planning, monitoring, 
and performance of planned activities may be divided 
under this approach into protocols specified by the de­
cision maker. Continuing the Open Systems Intercon­
nection convention, such protocols would be a complete 
specification of procedures at one level of abstraction 
and would mask any interlevel interactions among pro­
tocols at other levels. 

In order to specify decision functions within pro­
tocollevels, but with a greater range of action in an 
open system of decision-making nodes, we have adopt­
ed the use of "agents." The concept of an agent is an 
idealized combination of the computer science concept 
of agents interacting via messages in a distributed pro­
cessing environment and the concept of a human oper­
ator of specified functionality. DTDM agents thus 
defined may function autonomously (and concurrent­
ly) to perform authorized actions involving objects 
identified as appropriate to them by senior agents or 
decision makers. To fully accommodate agent activi­
ties at the three levels of abstraction in our composite 
model, agents may be defined functionally as fully au-
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Table 1-lllustration of DTDM representation requirements. 

DTDM 
Protocol Levels 

Human-directed activities 
(human and computer agents) 

Psychological 
(Rasmussen4

) 

Goal-based interpre­
tation and planning 

Computational 
( Year 2000 C3 I) 

Act and monitor 

Decide 

Communicative 
(Open Systems Interconnection) 

Application 

------------------------------------------ ----------------------------------------------Plan -----------------------------------------------------------

Integrated man/machine 
procedures Rule sets Evaluate 

Presentation 

Session management 

------------------------------------------- Classi fy --------------------Message trans port ----------­

Network routing 
Automatic Skill-level processes 

tomatic, semiautomatic (some functional combination 
of human and computer processes), or manual. The 
physical instantiation of an agent under this definition 
is an attribute assignment that may affect the perfor­
mance level of the agent but does not affect its func­
tional definition. 

Using this concept of protocols and agents, the dis­
tributed decision-making process of any commander 
may be characterized as a collection of protocols com­
posed of a combination of agents that perform local 
planning and monitoring functions through interactions 
with other agents at other nodes in an open systems 
communications architecture. 

We hypothesize that knowledge representation and 
information flow requirements for DTDM may be de­
termined in this approach by analyzing requirements 
for knowledge and information processing for a set 
of agents that are structurally and functionally defined 
in terms of internode activity. We are continuing to 
elaborate on this hypothesis and plan to test it. 

Experimental Environment 
This discussion of our experimental environment in­

cludes developing the interview system, interviewing 
experienced tactical decision makers, and defining and 
testing agents to carry out tactical plans. 

Interview System Development. In order to model 
and test DTDM processes, we have developed a three­
node computer-based interview and test system (refer 
to the block diagram in Fig. 4). With it, Navy DTDM 
conditions within validated scenarios may be simulat­
ed concurrently at each node (but with experimental 
control of information for each node). The nodes may 
represent any triad of decision-making peers, but our 
research objectives continue to focus on mission re­
quirements defined for antiair, antisubmarine, and an-

36 

Process 
Data link 

Sense 
Physical 

tisurface warfare area commanders (AA we, ASwe, 
and ASUWe, respectively). 

The environment consists of simulation and control 
programs operating on a VAX 11/780 computer and 
separate interactive mechanisms for the experimenter 
or test subjects to specify initial problem conditions, 
knowledge representation, and decision-making pro­
cesses. 

Using a rule-based system known as YAPS (Yet An­
other Production System), which is coded in Franz 
LISP and was developed at the University of Mary­
land, we have instantiated different knowledge bases 
as unique programming "objects" to model distribut­
ed decision-making protocols directly. 

Interviews of Tactical Decision Makers. In coor­
dination with other analysts, we have identified rele­
vant and valid tactical scenarios to support our DTDM 
interview and test process. To achieve maximum ben­
efit of the analysis and display capabilities of APL 
war-gaming facilities, we further refined the set of can­
didate DTDM scenarios to those also being used in the 
APL Warfare Analysis Laboratory, thus reducing the 
need for pretest DTDM scenario analysis and extend­
ing the utility of Warfare Analysis Laboratory displays 
(hard-copy plots and listings) and analysis products to 
the DTDM project. This association with the Warfare 
Analysis Laboratory also promotes greater efficiency 
in our experimentation because personnel involved in 
war-gaming projects that may also be DTDM subjects 
will already be familiar with specific test scenarios. 

The scenario selected for initial DTDM interviews 
involves a Blue task group (without a carrier) in war­
time opposition to a Red task group in the Indian 
Ocean. The scenario was recently used in the Warfare 
Analysis Laboratory to examine cruise missile engage­
ments and was selected for the DTDM project because 
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CWC 
(Experimenter) 

Control 

,-----,-- r -- -------, 

Figure 4-The DTDM interview/anal­
ysis system. Three (or more) dis­
tributed nodes, linked directly to a 
control node and indirectly via inter­
ruptible communications to each 
other (dashed lines), support scena­
rio-based interviews with experi­
enced tactical decision makers. 
Each node can serve a human deci­
sion maker as an interactive termi­
nal with access to local and global 
databases through a structured 
man/system interface or it can func­
tion as a simulated decision maker 
operating on the basis of rules and 
knowledge structures obtained 
through interviews with human de­
cision makers and represented in 
system software. The system thus 
supports both the interview process 
and the analysis and testing of in­
terview protocols. 
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of the small number of units involved and the relative 
uniformity of mission requirements for the ASW, 
ASUW, and AA W areas. In addition, the special em­
phasis in the Warfare Analysis Laboratory on mission 
planning for this scenario is most opportune in that 
our initial interest in the DTDM effort is in planning 
processes and protocols for the actuation of plans. 

Our analysis process begins with each subject being 
presented the necessary information from the Officer 
in Tactical Command for him to perform the duties 
of a warfare area commander. The information con­
sists of fixed specifications of 

• Intelligence estimate 
• Mission of the force 
• Officer in tactical command concept of oper­

ations 
• Environmental conditions 
• Resources of the force assigned to the subject de­

cision maker 

The subject is asked to prepare a plan for fulfillment 
of his responsibilities as a specified warfare area com­
mander. Planning elements developed by the subject 
are examined in concert with the experimenters to iden­
tify protocols for the planning, monitoring, and actu­
ation functions. 

Agent Definition and Testing. As part of the de­
velopment of his plan, each subject is asked to define 
the agents he requires to ensure appropriate and timely 
activation and observance of his plan. For example, 
the functions that an AA WC might authorize a staff 
watch officer to perform in his absence or in time­
critical situations might define an agent at the highest 
level of abstraction of psychological processing. 

The next step is for the subject's plan and agents 
to be instantiated in the interview and test system in 
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the form of displays, rule sets, and algorithms as ap­
propriate to the human-directed activities, integrated 
man/machine procedures, or automatic protocol lev­
els. The agents defined by the subject will be instan­
tiated insofar as possible in unique object-oriented 
production systems, with the activation event for each 
agent incorporated within an overall control structure. 
For example, a low-level agent defined as the mecha­
nism that ensures that incoming Flash messages are 
immediately brought to the commander can be defmed 
as an independent rule set that is activated every n sec­
onds to examine incoming message traffic or is acti­
vated only on receipt of a Flash message. 

Given the plan and agents specified by the subject, 
the subject's decision-making processes can then be 
stressed by exercising the plan and agents in controlled 
tactical scenarios that are representative of general tac­
tical mission requirements. In order to focus our limit­
ed resources on issues most relevant to distributed de­
cision processes, we constrain in-depth analysis of 
agent processes to the subset of agents clearly requir­
ing interaction with agents at other nodes. 

Some scenarios will present opportunities for syn­
ergistic cooperation among different decision makers' 
agents with respect to warfare-area requirements, while 
others will present conflicting mission requirements. 
The effectiveness of various agents under several con­
ditions will be observed and, where possible, measured 
against criteria derived from our taxonomic frame­
work, including skill-, rule-, and knowledge-based pro­
cesses in the psychological, computational, and com­
municative aspects of tactical decision making. 

Testing for conditions involving DTDM conflict or 
opportunities for synergy is further accommodated in 
the concurrent activation of all three nodes of the ex­
perimental environment; decision-making processes 
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are activated at each node by different subject/exper­
imenter combinations or by using agent rule sets at one 
or more nodes. 

CONCLUSION 
We have described an ongoing research effort to elu­

cidate the fundamental psychological, computation­
al, and communicative processes involved in the coor­
dination of problem solving and decision making by 
multiple peer-level tactical decision makers who are 
spatially and electronically separated. The results of 
our investigation should provide useful guidance to 
decision-aiding system theorists and designers as well 
as to other researchers in distributed tactical decision 
making. 
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