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COMPUTATION FLUID DYNAMICS 
- A TOOL FOR MISSILE DESIGN 

The development of high-speed computers and algorithms for the solution of systems of partial 
differential equations has made practical the analysis of many complex fluid flows. This capability 
allows more efficient design and analysis of aerodynamic vehicles, including tactical missiles. Com­
putational analysis vastly extends the useful range of theoretical studies and allows unpromising in­
itial designs to be rejected without the need for more expensive wind tunnel and flight experiments. 

INTRODUCTION 
The design of a tactical rocket or ramjet missile 

and the determination of its performance are depen­
dent on an understanding of fluid dynamic phen­
omena. Propulsive forces are derived from the ma­
nipulation of fluid streams with highly complex flows 
in the combustion chamber and exhaust nozzle, while 
flight performance and guidance and control capa­
bility are governed by the external aerodynamic con­
figuration. An airbreathing missile such as a ramjet 
will have an air inlet that must operate at high effi­
ciency and in which very slight changes in config­
uration can completely alter the overall performance. 
The missile structure must be designed to withstand 
predicted aerodynamic loads. Aerodynamic heating 
determines the design of effective thermal protection 
systems for the missile structure. 

Analysis of these aspects of its performance, there­
fore, requires the ability to analyze the motion of air 
and other gases in and around the vehicle. Within the 
last two decades, the capabilities of computers and 
the sophistication of numerical methods have grown 
to the point where many classically important and 
previously unsolved problems can be treated rou­
tinely. The term "computational fluid dynamics" is 
used to set this field apart from others. 

Computational fluid dynamics as a specialty area 
within aerospace engineering is a new and dynamic 
field. Consequently, most of the effort in that area 
has been to develop new algorithms and new codes, 
and to try them on new and different problems. This 
approach is natural and appropriate for research. 
With few exceptions, however, there has been little 
effort to develop codes that are working tools ca­
pable of supporting more general design and analysis 
efforts. Far more computer runs are made to demon­
strate an algorithm or code than are made to obtain 
needed data. Furthermore, most available codes can­
not be used successfully without the supervision of a 
specialist (often the investigator who designed 
the code). Computational fluid dynamics has not 
reached the point where library routines are available 
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for general use, e.g., in a discipline such as control 
theory. 

This situation is changing as groups at various lab­
oratories are developed to provide support to other 
activities to the extent allowed by the state of the art. 
Such is our approach to the problems of tactical mis­
sile design at APL. There is a substantial body of es­
tablished techniques that could be useful in this area. 
Analytical methods can be used by a skilled engineer 
to weed out unpromising designs, or to optimize 
promising ones, at considerably less expense than 
relying on experiments for all results. 

In this article, we will discuss the difficulties in­
volved in analyzing fluid dynamic systems and will 
show how numerical methods can be employed in 
such tasks. We will consider some examples of the 
application of computational techniques in super­
sonic missile inlet design and will examine the direc­
tion of possible future efforts in this field. 

EQUATIONS OF GAS DYNAMICS 

The basic equations of fluid mechanics have been 
known for well over a century. They consist of a set 
of partial differential equations expressing conserva­
tion of mass, momentum, and energy. In vector 
form, these are, respectively, 

and 

ap 
+ V • pV = 0, at 

av 
+ V· vV at 

1 
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p 
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ae 1 
+ V • '1e = - V • k V T + 7: V V , (3) at p 

where p is the fluid density, V is the vector velocity,.e 
is the internal energy, and T is the absolute temper-
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ature. The stress tensor T includes the effects of 
viscosity. 

A variety of auxiliary equations are necessary to 
provide equations of state and constitutive relation­
ships appropriate to particular classes of fluids. For 
example, an ideal gas has the state equation 

p = pRT, (4) 

where p is the pressure and R is the specific gas con­
stant. A calorically perfect gas relates internal en­
ergy, e, to temperature as 

(5) 

where C v is the constant volume heat capacity. A lin­
ear or Newtonian fluid is one in which the internal 
viscous stress forces are linearly proportional to the 
rate of strain in the fluid. This constitutive relation­
ship is directly analogous to that for a linear or 
Hookean solid, where stress is proportional to strain 
itself. 

These equations, together with particular sets of 
initial and boundary conditions, are sufficient to de­
scribe all flows in which the fluid may be regarded as 
a continuous medium. However, they are so compli­
cated that no general solutions are known, and only 
about 80 particular solutions are known that satisfy 
the full set of equations for some special geometry. 
While some of these are quite instructive, it cannot be 
said that they apply directly to many systems of en­
gineering interest. 

Flowfield analysis for missile systems is com­
plicated further by the presence of cOIP-!1lex chemical 
reactions of liquid droplets or solid particles in the 
combustion chamber and by high-temperature ef­
fects on the external flow. Under these conditions, no 
rigorous analytic solutions are possible. Finally, 
under most typical flight conditions one can expect 
turbulent rather than laminar flow. Exact analysis of 
turbulent flows is impossible with present mathemat­
ical techniques. 

APPROXIMATIONS IN FLUID 
MECHANICS 

The great complexity of the full set of governing 
fluid dynamics equations has meant that, in practice, 
nearly all useful results are obtained with approx­
imate analyses, where the physics of the situation ap­
pear to justify the neglect of certain terms. Thus we 
may note that the flow of air at speeds of less than 
100 meters per second at room temperature will result 
in density changes of less than 50,10 . Such "low 
speed" flows are then approximated as incompress­
ible, or constant density, an assumption that greatly 
simplifies the equations of motion. In such cases our 
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mathematics would make no distinction between the 
flow of air and that of water, a seemingly absurd pro­
cedure. Yet incompressible flow theory can be used 
to provide excellent predictions of airfoil lift at low 
speeds, as an example. 

One can encounter some surprising results with 
this approach, however. For example, air has a van­
ishingly small viscosity compared to fluids such as oil 
or even water. It thus seems an excellent approxi­
mation in aerodynamics to neglect the viscous or fric­
tion terms in the equations of motion. When this is 
done, a variety of interesting and important solutions 
become available, allowing predictions of such 
diverse phenomena as shock wave propagation, rock­
et engine flowfields, airfoil lift at small angles of at­
tack, etc. However, inviscid theory predicts zero 
aerodynamic drag for a body moving at subsonic 
speed through the air. This is clearly not the case and, 
in fact, many bodies such as bullets or golf balls en­
counter far greater resistance than simple air friction 
would produce. The resolution of this paradox (cred­
ited to the French mathematician d' Alembert) lies in 
the development of boundary layer theory by the 
German scientist Prandtl. This theory shows that the 
correcting limiting case for infinitesimal viscosity is 
not the vanishing of frictional effects but rather the 
concentration of these effects in a very small layer 
near the surface of a body. Under some circum­
stances this layer can alter completely the structure of 
the flowfield at large as compared to that predicted 
by inviscid theory. 

Thus theoretical results derived on the basis of 
"obviously" reasonable physical approximations 
may be very wrong, and there is a justifiably strong 
dependence on experiment and prior art by engineers 
engaged in the design and development of aerody­
namic vehicles. However, with wind-tunnel cost in 
the range of $1000 per hour (not including model 
building and set-up costs) test programs can be quite 
costly. Moreover, many situations of interest cannot 
be duplicated in an experiment. A recent example is 
found in the space shuttle, where testing to determine 
peak heating rates during reentry cannot be done in 
ground-based facilities at full-scale flight conditions. 

This is not to say that computational methods can 
solve all problems. Just as there are physical situa­
tions not easily modeled by experiment, so there are 
those where the appropriate mathematical model is 
not known. Combustion phenomena in particular 
may elude analysis if the reaction mechanism is un­
clear. Turbulent flows, particularly at high speed, 
have so far resisted attempts to develop general meth­
ods for their simulation. An appropriate combina­
tion of experiment and analysis is needed. 

ROLE OF THE COMPUTER 
As in so many areas of science and engineering, the 

rapid progress in digital computer development over 
the last two decades has revolutionized the thinking 
of practitioners in fluid dynamics. I The computer 
has allowed numerical analysis to augment the tra-
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ditional areas of theory and experiment. The basic 
idea in computational fluid dynamics is to approxi­
mate the continuous domain and boundaries of inter­
est by a network or grid of points spaced closely 
enough to represent the flow adequately (not neces­
sarily an easy task!). The partial derivatives that ap­
pear in the governing equations are then replaced by 
algebraic expressions or procedures that are intended 
to approximate, on the finite set of grid points, the 
true derivatives. This then yields a set of algebraic 
equations that are solved for the flowfield variables. 

There are many methods for approximating the de­
rivatives involved and for solving the resulting system 
of algebraic equations. However, some seemingly ob­
vious approaches can exhibit substantial inaccuracy 
or unstable behavior under certain conditions. It is a 
goal of numerical analysis to develop stable, accurate 
methods that can be programmed easily and that will 
run efficiently. This is a topic of continuing research 
interest for systems of partial differential equations 
in general and the governing equations of fluid 
dynamics in particular. However, for "routine" 
engineering use, the field is dominated by explicit 
finite difference methods. 

A simple example of an explicit finite-difference 
method is furnished by considering the one-dimen­
sional heat equation 

where 

aT a2 T 
at = a ax2 ' 

T(O, t) 
T(L,!) 
T(x,O) 

p= 

c= 
k= 
a= 

To 
TL 
known 
density 
specific heat capacity 
thermal conductivity 
k/pc, 

(6) 

which could be used to describe the flow of heat in a 
bar (Fig. 1) as a function of length, L, and time, t, 
given appropriate initial and boundary conditions. 
Let 

[0 = known 

f ...... 
o 

••••• •• 
t::..x · · · · · · · · · · · t . x 

L 

Figure 1 - One-dimensional heat conduction. 

tn = nflt 
Xj = i!:lx, i = 0, 1, 2, ... ,L/!:lx (7) 
T jn = T(xj,tn) 
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for notational convenience. A possible finite-differ­
ence representation for this equation is 

Tjn +1 - Tj n T j+1 n 2Tjn + Tj_1 n 
= a-- -------flr (8) 

flt 

Since it is desired to find temperatures in the bar as 
time increases, we solve to yield 

aflt ( ) Tr +1 = Tr + & Tj+l n -2Tr + Tj_ln , (9) 

which is valid for all values of the index i except the 
first and last points, where the differencing scheme 
clearly breaks down. However, the end points are 
specified by boundary conditions (not a trivial prob­
lem), so there is no ambiguity in the scheme. 

Notice that the new temperatures at all points are 
explicitly available in terms of old temperatures, 
hence the term "explicit scheme." But this is only 
one possible finite-difference representation of the 
original equation; we could as well do the spatial 
differencing at the new time level to obtain 

Tj+1 n+1 2Tjn+1 + Tj_1 n+1 
= a ---------- --

fl r (10) 

We rearrange to yield 

(11) 

T . n+l) I - I , 

which shows that T j n + I is given in terms of T j n as 
well as the unknowns Tj + I n + I and Tj _ I n + I • Since the 
above equation can be written at each grid point in 
the bar (excepting again the boundaries, which are 
known), we obtain a system of simultaneous linear 
algebraic equations wherein each T j n + I is implicitly 
known in terms of others. Efficient means are avail­
able to solve such systems, yielding the entire set of 
T jn + I at once. 

Explicit schemes are more easily programmed and 
generally quicker to run for each step than implicit 
schemes. However, explicit schemes will always have 
a limiting step size that may be used, and this step 
size may be smaller than that actually required to 
maintain good accuracy. Implicit schemes will not 
have a limiting step size, or will have a larger limit, 
and thus may require fewer steps. One may, how­
ever, not know what constitutes an appropriate step 
size for an implicit method. Explicit schemes tend 
either to run successfully, producing good results, or 
to fail completely, whereas implicit schemes will 
often continue to run even when they produce erro-
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neous results. It is for these reasons that explicit 
schemes have been most favored in engineering appli­
cations, although considerable recent progress has 
been made in the development of implicit methods. 2

,3 

For the more complicated equations of fluid dy­
namics, the situation is similar; it is merely required 
to perform, in parallel, identical operations on each 
equation so as to advance the whole set together. One 
may consider that the dependent variable is a vector 
in this case. 

In the example above, we considered a transient 
problem, the time evolution of temperature distribu­
tion in a bar with fixed end conditions. Carried out in 
time, the solution should, and will, render the correct 
steady-state linear distribution. This is unimportant 
for the conduction equation; if a steady-state prob­
lem is to be considered (e.g., temperature distribu­
tion in a flat plate with fixed edge temperatures), 
there are efficient methods to find the solution with­
out iteration to a steady state. But with the more 
complicated coupled systems of equations in fluid 
mechanics, this turns out not to be the case. Some 
steady flows can be solved as such, but many others 
can be obtained only by iterating the full time-depen­
dent equations to find the limiting behavior at large 
times. The full Navier-Stokes equations are in this 
class, but the inviscid equations mayor may not be. 
Supersonic flows can be solved using less costly 
steady-state methods, whereas subsonic flows can­
not. The solution of high-speed, steady inviscid flows 
is therefore relatively efficient and is also the appro­
priate starting point for many problems relevant to 
tactical missiles. 

The use of finite-difference methods to integrate 
systems of partial differential equations numerically 
is not new. Prior to the development of high-speed 
computers, few projects could justify the enormous 
effort involved in obtaining a solution by hand calcu­
lation. One obvious exception was the development 
of the atomic bomb during World War II. Work by 
von Neumann and others during this period was cru­
cial in establishing the basics of stability theory and 
in initiating the development of digital computers. 
Ulam4 has some interesting comments on this ex­
tremely dynamic period, while RoacheS provides an 
overall survey of the field up to about 1970. 

APPLICATIONS TO MISSILE DESIGN 
The state of the art in computers and algorithms 

does not yet allow the comprehensive calculation 
from first principles of external or internal flowfields 
pertinent to tactical missile performance. With the 
largest computers available, this goal may be ap­
proached for cases with fairly simple geometry or 
combustion models. 6

,7 However, in no sense are the 
codes suitable for cost-effective use as a design tool. 
Fortunately, much useful engineering analysis can be 
accomplished without resorting to the most faithful 
and expensive computations possible. 

From an engineering viewpoint, the most impor­
tant external flowfield information is the pressure 
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distribution. This allows calculation of the super­
sonic wave drag on the missile and the lift and mo­
ment forces that must be manipulated to guide the 
vehicle. As long as flow separation does not occur, 
the pressure field is extremely well predicted using in­
viscid calculations. Efficient and cost-effective three­
dimensional Euler equation codes are now fairly 
common and are capable of handling realistic wing­
body geometries with control surfaces. 8

,9 Aerody­
namic heating and skin friction effects cannot be 
computed because viscosity is neglected. However, 
boundary layer codes exist that can yield such infor­
mation, using as input data the missile surface condi­
tions as computed by the inviscid codes. 

At high angles of attack, separated flow is to be ex­
pected on the leeward side of the missile body. In that 
case, the approach outlined above becomes invalid. 
The only way to simulate such flows adequately is to 
use the full Navier-Stokes equations in a time­
iterative manner to allow relaxation to the steady­
state flow. This is expensive and, as indicated above, 
not in the class of practical design tools for multi-di­
mensional problems. 

Supersonic inlet design is another application area 
for computation fluid dynamics techniques in tactical 
missile design and is the main area of concentration 
in our work. The purpose of the inlet is to capture 
and compress a stream of high-speed air and direct it 
to a combustion chamber with as high an efficiency 
as possible. This translates into minimizing losses 
caused by shock waves and viscous effects. There are 
nontrivial problems involved in starting the flow 
through such inlets, and in operating them so as to 
prevent "unstarts." Additionally, conditions in the 
combustion chamber can react back on the inlet, 
usually unfavorably, by means of feedback through 
the subsonic boundary layer. For these and other rea­
sons, inlet design has been traditionally an area 
where experience and intuition have been of para­
mount importance. It is a ripe field for the introduc­
tion of analytical support. 

We have for several years been examining various 
aspects of a new propulsion concept, the dual-com­
bustion ramjet, IO, 11 as shown in Fig. 2. Externally 
compressed air is subdivided such that a small frac­
tion is ducted to a subsonic combustor. All the fuel is 
added in the subsonic combustor, which acts as a 
fuel-rich, hot-gas generator for the supersonic com­
bustor (M > .1). The major portion of the air 
bypasses the gas generator and is ducted through an 
air conduit to the supersonic combustor (at M = 1), 
where it mixes and burns with the exhaust of the gas 
generator. The final shocks shown in the supersonic 
air duct result from the combustion-induced pressure 
disturbances generated by the mixing and heat release 
processes. 

The approach to the preliminary design of the su­
personic inlet for this missile represents our first ex­
tensive use of computational fluid dynamics tech­
niques as a tool in the design process. Because (as 
noted) we cannot achieve a brute-force solution to 
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outlet combustor nozzle 

Figure 2 - Dual-combustion ramjet configuration. 

the full problem from first principles, our goal has 
been to apply more limited techniques within their 
range of validity. The analysis is used with the goal of 
eliminating the poorer designs as candidates for 
wind-tunnel tests and optimizing certain aspects of 
promising designs. We do not expect with currently 
available methods to produce fully accurate perfor­
mance assessments in all areas. This remains the pro­
vince of experiments and flight tests. 

As an example, consider an annular inlet as shown 
in one-quarter section in Fig. 3. The innerbody com­
presses the flow entering the cowl, which then turns 
the flow back toward the combustion chamber. A 
system of reflecting shocks will form in the annular 
air passage, as shown. In general, the stronger the 
shocks the less efficient the inlet. Figure 4 is an invis­
cid calculation of the duct flow, showing the shock 
system, the total pressure, and the local Mach num­
ber along the center streamline, t/; = 100. The first 
few shocks, which must turn the flow, are strongest. 
The strength of the entrance shock is controlled by 
the initial upper cowl angle seen by the entrance flow. 
Higher cowl angles, up to a point, produce lower 
overall shock-train losses. This effect is shown in Fig. 
5, where the kinetic energy efficiency, 7J KE ' at the 
combustion chamber entrance is plotted against 
Mach number for three cowl angles. Shock waves 
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--~----------------~--------------~ 
Figure 3 - Hypersonic inlet and shock system at a flight 
Mach number M below the inlet design Mach number Md. 
When M = M d , the bow shock will interesect the cowl lip, 
andro =rj. 

produce losses in total pressure, decreasing the mo­
mentum of the air and lessening the ability to pro­
duce thrust. The internal kinetic energy efficiency is a 
measure of these losses. The relationship between 
7J KE and the mass-averaged total pressure ratio 
PI /PI . in terms of M oo and the ratio of specific 
hea ts, :yl: is shown in the figure. The analysis enables 
us to locate the shocks, isolates those that produce 
the greatest losses, and provides a quantitative mea­
sure of the effect of altering the inlet design to adjust 
these shock waves. 

However, the internal flow loss is not the whole 
story, because higher cowl angles tend to produce the 
more external wave drag, as shown in Fig. 6. Here, 
the cowl wave drag coefficient CD is defined as the 
integral of the pressure acting onWthe projected area 
of the cowl in the axial direction A .l normalized by 
the product of the free-stream dynamic pressure q 00 ' 
and the projected frontal area of the inlet, A max . 

Curves are shown for two inlet design Mach num­
bers, M d = 6 and 7. Thus the designer must choose 
an appropriate compromise between internal effi­
ciency and external drag. Modern computational 
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Figure 5 - Kinetic energy efficiency versus Mach number. 
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Figure 6 - Cowl wave drag versus Mach number. 

fluid dynamics techniques make such trade-off anal­
yses possible, indeed routine, at very reasonable cost. 

Once a family of inlet designs has been examined 
and those with higher efficiency have been identified, 
it becomes necessary to examine the effects of vis­
cosity. The numerical techniques required to obtain 
solutions to flows with viscosity are formidable and 
require about an order of magnitude larger computa­
tional effort. A discussion of the procedures devel­
oped at APL to solve this more difficult problem will 
not be given. Suffice it to say, though, that the flow 
in the internal passages shown in Fig. 4 becomes a 
fully developed viscous flow at typical inlet operating 
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conditions. This does not diminish the value of the 
inviscid analyses in eliminating relatively low effi­
ciency designs from consideration, but it shows that a 
more sophisticated analysis and wind-tunnel testing 
are required to select a final design and determine its 
true performance. 

The above example illustrates where, once the fluid 
dynamic analysis is available, an assessment of the 
design in terms of internal efficiency can be easily 
made. In other cases, sophisticated post-processing 
of the computed flowfield may be required in order 
to obtain values for parameters of design interest. 

Consider Fig. 3 again. The indicated dividing 
streamline separates the ingested airflow from that 
which goes around the cowl. For an axisymmetric 
body, this streamline is actually a portion of a 
stream tube called the capture streamtube, which re­
tains its identity (though not its rotational symmetry) 
for angle-of-attack flight when the flow becomes ful­
ly three-dimensional. The capture streamtube inter­
sects the bow shock generated by the missile along a 
locus of points called the capture envelope. The pro­
jected area of this envelope in a plane normal to the 
wind axis defines the air capture area A o. Knowledge 
of the air capture of the inlet is essential in determin­
ing overall missile thrust. These data can be obtained 
analytically for conical inlets at zero angle of attack, 
but for more complex shapes or flight at angle of at­
tack the problem is intractable. 

Figure 7 shows the result for a pair of conical inlet 
designs at various Mach numbers and angles of at­
tack, 0'. To get this information, the flowfield data 
are saved as the calculation progresses from the mis­
sile nose back to the inlet cowl. Streamlines are 
traced backward from the cowl to their intersections 
with the shock, then projected along the wind axis to 
a common reference plane. The capture envelope in 
this plane is then integrated to yield A o. 12 

An interesting point is that to a researcher in com­
putational methods, a problem is solved when the 
flowfield is obtained, but to an engineer using com­
putational fluid dynamics as a design tool, much 
work may be required in processing the flowfield to 
obtain various parameters of interest, such as YJKE' 

For the example above, the post-processing was as 
expensive as the original computation, and much 
more difficult to develop. This is a theme that runs 
through much of our work in attempting to adopt 
modern computational techniques for use as design 
aids. 

PARABOLIZED NA VIER-STOKES 
SOLUTIONS FOR VISCOUS INLET FLOWS 

Purely inviscid analyses have great utility, but also 
possess a number of limitations. To illustrate, con­
sider again the internal duct flow of Fig. 4. Viscous 
effects are important in a configuration such as this, 
especially toward the end of the duct where a fully 
developed viscous flow could be expected. Since the 
internal efficiency will always decrease in the pres-
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ence of viscosity, it is of interest to know where such 
effects dominate. The invisicid analysis offers no 
clue. It is, of course, possible to use the inviscid flow 
in the classical manner to provide edge conditions for 
a boundary layer code, and when this is done we find 
that the internal flow becomes fully developed about 
three-fourths of the way through the duct. At this 
point, the concept of a boundary layer becomes ill­
defined, as there is no inviscid core flow to provide 
edge conditions. This type of analysis cannot then be 
used to obtain quantitative efficiency results. A fully 
viscous code is required. 

Another area of concern is external flow separa­
tion at angle of attack. At high speeds and high alti­
tudes, leeside flow separation can occur at angles of 
attack possibly as low as 5° to 10°. This separation 
can strongly affect air capture, additive drag, and 
'YIKE ' The flow field in such a case can be extremely 
difficult to obtain; however, in our work it is often 
not necessary. What is needed is knowledge of the 
conditions under which separation will occur. This 
defines the angle of attack boundary that is opera­
tionally useful. Again, a viscous analysis is required 
to obtain an indication of flow separation. 

One technique for obtaining solutions for fully vis­
cous flows is to solve the equations for unsteady 
flow, beginning with a set of specific initial condi­
tions and seeking convergence to a steady-state 
result. These so-called "time dependent" techniques 
(see for example Refs. 6 and 7) require run times on 
very large computers measured in hours. From the 
point of view of cost considerations these methods 
are impractical as design tools. Consequently, a 
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Figure 7 - 12.5° cone air capture versus Mach number. 
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somewhat approximate but considerably less expen­
sive method has been adopted. It is based on a para­
bolization of the Navier-Stokes equations developed 
by Schiff and Steger. 13-15 The PNS code was designed 
originally for external flow applications, whereas our 
primary area of concern was to obtain estimates of 
losses due to internal viscous effects. Accordingly, 
the code was adapted and extended to handle internal 
flow cases, and the results were compared to those 
obtained inviscidly. 16 

Solutions have been generated for two-dimension­
al and axisymmetric inlet configurations at a variety 
of in-flight free-stream conditions and wind-tunnel 
test conditions. Mach numbers and pressure profiles 
have been compared with inviscid results. Boundary 
layer displacement thickness calculated using the 
PNS solutions were used to adjust the compression 
surfaces of a wind-tunnel model to account for the 
mass flow defect caused by the viscous effects near 
the walls as compared to the duct geometry designed 
on the basis of inviscid flow calculations. Subsequent 
test data show very good agreement between the PNS 
code predictions and experiment. 

Figures 8 and 9 compare Mach number and pres­
sure profiles for the PNS and inviscid codes at Mach 
4 for a particular inlet configuration of interest, sim­
ilar in general form to that in Fig. 3. The Mach num­
ber profiles are taken at the cowl lip, the diffuser 
throat, mid-station, and exit. Very good agreement 
with the inviscid results is observed in the core flow, 
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Figure 8 - Mach profiles for an axisymmetric supersonic 
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and the boundary layer is clearly evident near the 
walls in the viscous analysis. In Fig. 9, the pressure 
profiles are taken at the cowl lip, slightly aft of the 
diffuser throat, and at the exit. Agreement again is 
good except at the exit station, where the PNS results 
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Figure 9 - Pressure profiles for an axisymmetric super­
sonic inlet internal flowfield. 

Moo = 3.5 

do not predict the large midstream pressure peak that 
is present in inviscid core solutions. As indicated pre­
viously, there is no longer an inviscid core at this 
point, and thus little reason to expect agreement be­
tween the two analyses. Note also that viscous effects 
serve to damp the pressure oscillations seen in the 
inviscid results. 

Boundary layer displacement thickness, 0*, is plot­
ted in Fig. 10 as a function of axial station for both 
the inner and outer walls. The fluctuations in 0* 
closely correlate with fluctuations in pressure caused 
by the reflecting internal shocks. Similar fluctuations 
are observed in calculations made with the more 
approximate superposition technique where we 
employed a simplified boundary layer calculation us­
ing conditions at the boundary layer edge provided 
from the inviscid analysis. For constructing wind­
tunnel models or ultimately in the design of engines 
for flight, a smooth curve is drawn through the 0* 
data and the surfaces are adjusted correspondingly to 

0.15 

II) 
Q) 
~ 0.10 u 
.!: 

* c.o 

0.05 

Body station 

Figure 10 - Boundary layer displacement thickness dis­
tribution for the axisymmetric supersonic inlet internal 
flowfield. 
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compensate for the "mass defect." A model based 
on these computations is in the fabrication phase. 

Similar solutions have been generated for a simpli­
fied two-dimensional model being used to examine 
inlet starting characteristics. Comparisons at Mach 
3.5 between the PNS code and the inviscid code for 
this geometry are shown at three stations in Figs. 11 
and 12, where Mach number and pressure profiles 
are plotted at the cowl lip, throat, and exit. Agree­
ment is again good. Wind-tunnel tests have been con­
ducted for this simplified inlet and agreement be­
tween the PNS results and experiment is excellent. 

As discussed previously, an important feature of 
the viscous flow analysis is the ability to obtain a 
quantitative assessment of the effects of viscosity on 
inlet efficiency. Figure 13 shows this effect as a func­
tion of axial station for both the axisymmetric and 
two-dimensional inlet designs. The ratio of the ki­
netic energy efficiency obtained from PNS and invis­
cid flowfield analyses is compared, where for refer­
ence the YJ KE values at the combustor entrance (exit 
axial station) for inviscid flow are 0.991 and 0.984 
for the two-dimensional and axisymmetric designs, 
respectively. Thus, viscous losses comprise about 
one-half of the total loss in typical hypersonic inlet 
designs examined thus far. 

CONCLUSIONS 
The advent of very-high-speed computers provides 

an opportunity to use computational techniques for 
the design of airbreathing propulsion systems. Judi­
cious choices must be made to obtain results that are 
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Figure 13 - Viscous effects on internal efficiency. 

sufficiently accurate to be useful in developing de­
signs and at the same time not be prohibitively expen­
sive. At present, the techniques described herein have 
proven to be extremely useful in both eliminating de­
signs with poor performance potential and identify­
ing promising designs to be examined in wind-tunnel 
tests. Much work must be done to realize the full po­
tential of this approach. 
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