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A time-division multiplexing system has been developed 
that is significantly different from commercially available 
equipments. Multiplexing is achieved by interleaving 
blocks of data from each source preceded by a short coded 
bit pattern specifying the source of that particular block of 
data. Data blocks are transmitted as they become available 
from each particular source. Hence, synchronism of the 
input and output rates is not required. The prototype system 
can accommodate input rates as high as 461 kbps on a single 
input channel and output rates as high as 953 kbps. The 
system makes possible use of an excess of 90% of channel 
capacity for information transmittal. 

Introduction 

O NE OF THE PROBLEM AREAS encountered in 
adapting the Manned Space Flight Net­

work to support the telemetry requirements for 
the Earth Resources Technology Satellite (ERTS) 
Program is that from one to three bit streams at 
rates from 1 to 32 kilobits per second (kbps) 
must be relayed from the Corpus Christi tracking 
station to the Goddard Space Flight Center for 
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processing in approximately real time. It is pos­
sible that a general-purpose digital computer such 
as the Univac 642-B, currently used at remote 
sites, could perform this task, but little processing 
time would remain for doing any other computa­
tions in the computer. 

Multiplexers, per se, are neither new nor hard 
to obtain. However, after a cursory investigation of 
available equipments, it appeared that none pre­
cisely met the requirements of the ERTS problem. 
Several manufacturers were agreeable to making 
modifications to their standard line equipment, 
but these efforts would have required considerable 
expenditures of both time and money. 
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Fig. I-Proposed application of APL time-division multiplexing system. 

At the request of the Manned Flight Planning 
and Analysis Division of the Goddard Space 
Flight Center, it was agreed that the Applied 
Physics Laboratory would design and construct a 
prototype multiplexing system to satisfy the re­
quirements for ER TS telemetry. This task was 
undertaken to demonstrate that a small, relatively 
inexpensive device could be used for the proposed 
application. 

Further impetus was given to the project by the 
requirements for a similar multiplexing system in 
a wide band data link/ central data processing 
facility concept (see Fig. 1) presently under con­
sideration. In this application, it is necessary to 
accommodate a greater number of input channels 
and a higher output rate than for the ER TS pro­
gram. The concepts used for the ERTS multiplex­
ing system should, however, be easily expandable 
to satisfy these requirements. 

System Design Considerations 
Bit-Stuffing Techniques-All of the commer­

cially available equipments studied in the early 
stages of this project were of the so-called "bit­
stuffing" type. These systems were intended to be 
used for multiplexing a large number (typically 
20) of relatively low rate (typically 150 bps) 
sources. Furthermore, the sources frequently had 
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to be synchronous. To accommodate input rates 
greater than the specified input limitation, a suffi­
cient number of inputs were connected together 
until the required rate total was achieved. 

Multiplexing by bit-stuffing, in its simplest 
form, is no more or less, than commutation. The 
input signals are sampled at the output rate in an 
established sequence. If all sources are exactly 
synchronous with each other and with the multi­
plexer output rate, the system is highly efficient in 
regard to the amount of hardware required. How­
ever, when this synchronism is not a characteristic 
of the input signals (which is typical for space 
communications) , considerable effort must be 
taken to avoid the ambiguity that occurs when an 
input signal changes state while it is being 
handled. This problem is compounded if the input 
rates are subject to reasonably large variations 
around their nominal value (this variation is 
typically as much as ± 10% of the nominal rate 
for space telemetry) and especially if more than 
two signals must be multiplexed, one of which is 
greater than one-half the output rate. 

Block Multiplexing Techniques-The underly­
ing concept of the APL multiplexer system is that 
data will enter the device and be stored as a 
block. At some later time this block will have an 
identifying label appended and the data will be 
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transmitted at a faster rate than it was received. 
Simplest Form. Numerous techniques for im­

plementing this basic concept are possible. If the 
nominal input rates are integer multiples of the 
lowest rate, one might consider a scheme using 
twice the integer number of storage registers for 
each input. These storage registers would then be 
emptied in a cyclic manner, half of the storage 
registers from each source being emptied during 
each output cycle. The length of the registers is 
determined by allowing sufficient storage for the 
maximum variation expected on the input rate. 
Information as to the number of bits of informa­
tion in each block must be included as a label. 

This system is attractive if the input rates are 
equal, since, then, only two storage registers for 
each source are required. Also, decommutation is 
relatively easy since the sources are interlaced 
synchronously. However, if the input rates differ 
by a large factor, or if they are not an integer 
multiple of the slowest rate, such a system be­
comes very cumbersome. 

Storage Register Pairs. Another approach might 
be to use pairs of storage registers for each input 
source. By counting modulo the storage register 
length, one could recognize that a register for a 
given source had filled. This storage register 
would then be emptied as output while the incom­
ing information was being stored in the other stor­
age register of the pair. 

If no input storage register was filled, then out­
put information would be provided by an auxiliary 
source. This source might contain a synchroniza-

Fig. 2-lmproved storage 
register pairs system. 

4 

tion word (or words), message routing informa­
tion, or low priority data (e.g., station status, 
dump telemetry, etc.). 

The output bit stream would then consist of 
blocks of data (with an identifying label appended 
to each block) from the various sources, but the 
blocks would not necessarily occur in any speci­
fied order. Decommutation for such a system be­
comes somewhat more difficult since the label bits 
must now be examined to ascertain the source of 
a particular block. 

Such a system is appealing because of its sim­
plicity and modularity. It could be expanded easily 
by adding additional pairs of storage registers and 
a minimum of control circuitry. Also, the rate re­
strictions imposed in the previous technique and 
in elementary bit-stuffing are removed since data 
blocks do not appear as output until a fixed num­
ber of bits has been accumulated. However, it 
does have a major inadequacy; no input rate may 
be greater than one-half the output rate. If this is 
exceeded, data will be lost by attempting to fill 
and empty a storage register at the same time. 

Storage Register Pairs Plus Output Registers. 
The input rate restriction can be removed if addi­
tional storage registers are used and if a high rate 
internal clock is provided to transfer the data from 
a filled input register to an output register (see 
Fig. 2). If these additional registers are filled and 
emptied in a cyclic manner, the output data will be 
in proper time sequence. Providing that a filled 
input register from the highest input rate source is 
given transfer priority over all other sources, and 
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not allowing for the periodic insertion of syn­
chronization information, three additional registers 
are sufficient for this purpose. If synchronization 
information must be periodically included (e.g., if 
every 20th block must contain the synchronization 
word), then the number of output registers re­
quired is four regardless of the number of input 
sources. 

By using the high-rate internal transfer clock, 
the restriction of the previous system (that no in­
put rate exceed one-half the output rate) is now 
improved to the point that no input rate exceed 
approximately one-half the transfer rate. Since this 
rate can easily be on the order of 1 to 10 MHz, 
this restriction poses no real limitation for telem­
etry data. 

Formatting and Channel Efficiency-Up to this 
point, efficiency has been discussed only from the 
aspect of the amount and complexity of hardware 
required to perform a given multiplexing and de­
multiplexing task. Another, and perhaps more im­
portant, aspect of efficiency is concerned with the 
amount of multiplexed information that can be 
transmitted over a channel with a known capacity. 
For this report, multiplexer efficiency will be de­
fined to mean the ratio of the number of informa­
tion bits to the minimum number of bits required 
by the demultiplexer to properly process these 
information bits times 100%. Symbolically, multi­
plexer efficiency Ern is defined as: 

where 

d 
Ern == - - X 100%, 

d+l 

d == number of information bits and 
l == minimum overhead for "d" bits. 

It should be noted that this definition removes 
the effects of periodic synchronization words, 
automatic routing codes, fixed frame length re­
quirements, and input total rate to output channel 
rate ratios on the efficiency of the multiplexer un­
less this information is required by the demulti­
plexer. It further assumes a perfect (i.e., error­
free) transmission channel. 

Bit-Stuffing. Representative formats for bit­
stuffing multiplexer systems are shown in Fig. 3 
(a), (b), and (c) for various input conditions. It 
can be seen that in the fully synchronous case, in 
which all input rates and the output rate are de­
rived from a single clock, the efficiency can be as 
high as 100 %. However, as this synchronism is 
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removed, and the input rates allowed to vary 
independently, the amount of information that 
must be supplied by the multiplexer to enable the 
demultiplexer to function properly can be signifi­
cantly large. This inefficiency can be overcome, but 
probably at the expense of considerable time delay 
through the system and/ or very complex control 
circuitry. 

Fig. 3-Typical multiplexing formats. 

Block Multiplexing. The general format for a 
block multiplexer is quite different from that for 
bit-stuffing, as is shown in Fig. 3 ( d). Each fixed 
length block of data from a particular individual 
source has appended to it a number of bits (re­
ferred to as a "label") with a specific pattern that 
the demultiplexer uses to route the data bits to the 
appropriate output. If no restrictions on time de­
lay are imposed, the efficiency of a block multi­
plexer system can be made to approach 100 % , 
limited only by the cost of additional storage 
registers. The designer must, therefore, choose a 
storage register size that is compatible with these 
factors of channel efficiency, time delay, and cost. 

The number of bits used as a label has some 
effect on the efficiency, but since it will generally 
be much less than the number of bits in the data 
block, this effect can be kept rather small. How­
ever, since a misinterpretation of the relatively few 
bits in the label will result in the improper routing 
of the entire block of data bits that follow, the 
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number of bits in the label should generally be 
considerably greater than the minimum. This is 
done so that error detection and correction coding 
can be included in the labels. The number of bits 
to be added is determined by the bit-error-rate 
and over-all error characteristics of the transmis­
sion channel that is to be used. 

Demultiplexing Techniques-The function of 
the demultiplexer is to separate the multiplexed 
composite bit stream into the original data 
sources. Hence, the design of the demultiplexer is 
essentially dictated by the format, or manner, in 
which the data are multiplexed. The first problem, 
of course, is for the demultiplexer to establish 
synchronization on the composite bit stream. This 
is generally accomplished by sending a synchroni­
zation word, or specific bit sequence, that has 
good correlation properties to minimize the prob­
ability of obtaining false synchronization. This 
synchronization word may be sent periodically 
(which is necessary for bit-stuffing multiplexing 
systems) or at random intervals (which may be 
used in block multiplexing systems). The im­
portant point is that it be transmitted often 
enough to minimize the time to reacquire syn­
chronization once it has been lost. 

Once synchronization has been established on the 
incoming bit stream, the data may then be sep­
arated, or unpacked, in the manner prescribed by 
the multiplexer design. For example, a bit-stuffing 
demultiplexer for nonvarying, synchronous sources 
and output clock is essentially identical to a de­
commutator. The demultiplexer simply counts bit­
by-bit after synchronization is acquired, and each 
count routes the given bit to the proper output 
channel. The main advantage of this technique is 
that it is relatively simple to implement. 

If the sources are rate-variable and nonsyn­
chronous, the design of the bit-stuffing demulti­
plexer mayor may not be more complex. For this 
case, the bit-stuffing multiplexer complexity in­
creases significantly. However, once the data have 
been multiplexed and a concomitant data clock 
generated, the demultiplexer really cannot tell if 
the sources were synchronous or nonsynchronous. 
The dynamic range of the fill bits generally will be 
increased for this case, and, hence, the demulti­
plexer decoding circuitry may correspondingly 
increase. 

Description of the Multiplexer/ 
Demultiplexer System 
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Multiplexer Design-The system selected to 
demonstrate the feasibility of achieving block 
multiplexing with a small special-purpose equip­
ment is that shown in Fig. 2. It was constructed 
with three input channels to meet the requirements 
for ERTS telemetry. In operation, this system 
stores incoming data in one of the two registers 
available to each source. The transfer control sec­
tion recognizes when a register is filled and shifts 
the data, with label appended, into the next avail­
able output register. During this time, input data 
are being stored in the other register of the input 
channel. The output control section needs to 
merely cycle through the output registers, sequen­
tially shifting data out of each. 

Input Channel. The logical flow of information 
for an input channel is shown in Fig. 4. The data 
bits are entered into either shift register SRI A or 
SRIB at the data source clock rate. Selection of the 
A or B register is accomplished by input and output 
selector circuits, as well as clock selectors for each 
register. All selectors for a single input channel 
are under the control of a single bistable element 
that changes state after each "d" transition (in 
one direction) of the data clock. 

An additional "l" bits are added to the data 
block via binary-coded-octal thumbwheel switches 
on the front panel. These switches generate the 
correct inputs to a parallel input shift register, 
SRL • This information is used as a label for the 
"d" data bits so that correct demultiplexing may 
be accomplished. The label information is entered 
immediately after completely filling an input buffer 
and is not released until just prior to transferring 
the" l + d" bits from an input channel register to 
an output register. 

The remaining input channel logic is used to 
establish a "fill command", F i . The presence of 
this signal in the "true" state indicates that an in­
put register for this channel has been filled, that 
a periodic synchronization data block is not re­
quired (n) , and that this input channel has been 
selected for transfer of data to an ouput buffer. 

In order to avoid the simultaneous occurrence 
of the F signal for more than one channel that 
would result in an ambiguous decision, the chan­
nels are sequentially strobed by an MCi signal. 
Each application of this signal, which is derived 
from the master clock, occupies a distinct and 
unique time position. (Specifically the MCi +1 sig­
nal has a duration of one-half the master clock 
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period and occurs one-half a master clock period 
after the termination of MC i.) The MCi signal 
also provides the necessary priority for any input 
with a rate greater than one-half the output rate 
providing that source is connected as source # 1. 

Transfer Control. The major purpose of the 
transfer control section is to recognize that an in­
put channel has a full register and, under the 
proper conditions, to transfer the contents of that 
register to the next available output register. In 
order to ease rate restrictions, this must be done 
at a high clock rate, which is generated internally. 

Also, only the data from one input channel can 
be transferred at a time and data from a high rate 
source must be given priority over sources of a 
lower rate. Both of these functions have been ac­
complished by generating "strobing" pulses from 
the internal clock signal ("MC" in Fig. 5). When 
the transfer control section completes the transfer 
of "l + d" bits (detected by the transfer bit 
counter), the input to a modulo 5 counter is en­
abled and the five strobing pulses are generated 
(MCo, MCl , ••• MC.J, ). The first pulse, MCo, re­
sets to zero all the bistable elements generating 
the Fi signals, particularly the one Fi signal that 
has been in a true state during the transfer of data 
just completed. The next pulse, MC }, strobes the 
conditions for setting the F-generating bistable ele­
ment in channel 1. If a11 conditions are met (a full 
input register and no periodic synchronization 
block required), the F signal will be set, data will 
be transferred from input channel 1, and no 
further MC;, pulses will be generated. 

If a register has not been filled in channel 1, no 

September - October 1971 

F signal is generated in that channel, and the MC2 

pulse strobes the conditions in channel 2. MC", 
does the same in channel 3. When no input chan­
nel has data to be transferred and the next output 
register to be emptied has not yet been filled, the 
MC4 pulse causes synchronization and overhead 
source data to be entered into the output register. 

The "2-bit comparator" in Fig. 5 is used to pre­
vent the transfer of information from an input 
register to an output register when the output 
register still contains data from a previous trans­
fer. This is accomplished by detecting the equality 
of the states of the transfer cycle counter and the 
read cycle counter. When these counter states are 
identical, the modulo 5 counter that generates the 
strobing pulses is held in a reset condition. Once 
the output register is emptied, this reset signal is 
removed, and the generation of strobing pulses can 
be resumed. 

The proper routing of information from an in­
put channel to a selected output register is ac­
complished by the "4: 1 selector" followed by a 
"1: 3 selector" to route data and a second "1: 3 
selector" to apply a clock signal to the proper 
output register. The 4: 1 selector is an AND-OR 
gate in which each of the S; * signals is gated with 
its corresponding P i signal so that a "data bus" 
line is formed as the input to the 1: 3 selector. 

In the event that a periodic synchronization 
word is required, it can be provided by counting 
the blocks of data that are transferred and gen­
erating a signal "n" for the appropriate block. 
This signal then inhibits the generation of F sig­
nals for the data channels and causes MC4 to 

Fig. 4-Multiplexer input 
channel section. 
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Fig. 5-Transfer control 
section. 
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initiate the transfer of information from the syn­
chronization and overhead source channel. 

Data Formatting-The selection of the multi­
plexer output data format is important in that it 
dictates the design of the demultiplexer and deter­
mines to a large extent the efficiency of utilization 
of the output channel capacity. Many factors in­
fluenced the choice of the format for the APL 
multiplexing system, some of which are discussed 
in the following. 

Synchronization and Overhead Source. When 
the condition arises that no input channel has a 
storage register filled with data and data are re­
quired by the output, the necessary "filler" in­
formation is provided by the synchronization and 
overhead source. Since in block multiplexing this 
condition persists for a complete block of bits 
rather than occurring as pseudo-random bits as it 
does in bit-stuffing, some use can be made of this 
otherwise wasted transmission channel capacity. If 
nothing else, at least synchronization information 
can be transmitted so that the demultiplexer can 
verify its synchronism at frequent, although 
aperiodic, intervals. 
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The condition reqUinng the insertion of in­
formation from the synchronization and overhead 
source is detected by a comparison circuit, which 
compares the states of the read cycle counter in 
the output control section and the transfer cycle 
counter in the transfer control section. Whenever 
the transfer counter state is only one greater than 
the read state, a command is given to transfer in­
formation from the synchronization and overhead 
source to the output register. A second condition 
for inserting synchronization data is the require­
ment that such information be supplied periodi­
cally. As discussed previously, this is accomplished 
with the "n" signal inhibiting all F i'S except F s and 
causing F s to be set. 

Block Length. The selection of a block length 
for any transmission system generally involves a 
number of tradeoffs. From an intuitive stand­
point, the block should not be so short that over­
head information is being sent frequently and the 
channel capacity is inefficiently utilized, nor so 
long that the delay time from reception to multi­
plexer output will become significant for low rate 
data. 

For the APL multiplexing system, a third factor 
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entered into the block length selection. In this sys­
tem, it is essential that the block labels be received 
by the demultiplexer correctly to protect against 
erroneously routing the data from one source to 
the output channel of another source. To accom­
plish this, a study was made of error-correcting 
codes that would be short enough so as not to 
significantly decrease the efficiency of the system, 
yet powerful enough to correct a significant num­
ber of errors. 

Four labels or code words were required for 
the APL system (three source and one synchroni­
zation label), and an 8-bit near-equidistant code 
for four messages was selected. Equidistant codes 
are those for which the distance between pairs of 
code words are all equal to the maximum possible 
mean distance. By selecting the code word length 
to be 8-bits, a minimum distance of five was ob­
tained between the four labels. This minimum dis­
tance allows the correction of up to two errors. 
Thus, three errors would have to be made in the 
eight bits of a label before invalid decoding of a 
label would occur. 

The probabilities of not properly identifying a 
label (i.e., the label cannot be decoded as one of 
the four known labels) and incorrectly identifying 
a label (i.e., the label is decoded as the label from 
a different source) have been calculated. The prob­
ability that a label is not properly identified is ap­
proximately 56p3, where p is the bit error prob­
ability. The probability that the label is incorrectly 
identified is approximately 20p3 in the worst case, 
tending toward 10p3 in more favorable cases. 
With a bit error probability of 10-6

, these prob­
abilities are of the order of 10-1 6 to 10-1 7

• Even 
with a bit error probability as high as 10-3

, the 
probability of not correctly recognizing the label 
is 5.6 X 10-8 , and the probability of incorrect 
identification is 1 or 2 times 10-8

• 

Since the label length is considered overhead 
information and thus affects the efficiency of 
utilization of the output channel capacity, the 
block length of the APL multiplexing system was 
chosen to be 104 bits. This length was selected so 
that the overhead would contribute less than 10% 
of the total block length. This block length ap­
pears reasonable in that a channel capacity utiliza­
tion in excess of 90% may be obtained and the 
time delay from multiplexer input to output is 
kept rather small (e.g., for a 1 kbps data source 
and a 50 kbps output rate, the maximum time de­
lay is approximately 100 ms). 
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Block Formats. The final decision regarding the 
multiplexing system data format was to transmit 
a synchronization block 104 bits long so all blocks 
would be of equal length. This not only simplifies 
the demultiplexer hardware, but provides some 
additional flexibility. The format of a synchroniza­
tion block is shown in Fig. 6 (a). The block con­
sists of a special 8-bit synchronization label, the 
24-bit synchronization pattern, three 8-bit words 
to indicate the source, destination, and format of 
the data, and 48 bits that may contain additional 
housekeeping information or data from an auxil­
iary source. 

SYNCHRONIZATION 

BITS 

LABEL (2008) SOURCE FORMAT 

DESTINATION 
SYNCHRONIZATION 

PATTERN 

(a) FORMAT O'F SYNCHRONIZATION BLOCK 

SOURCE 
LABEL 

96 

DATA FROM DESIGNATED SOURCE 

(b) FORMAT OF DATA SOURCE BLOCK 

SYNC SOURCE 2 
BLOCK BLOCK 

SOURCE 1 
BLOCK 

SOURCE 1 SOURCE 1 SYNC 
BLOCK BLOCK BLOCK 

(c) EXAMPLE OF COMPOSITE BIT STREAM 
TRANSMITTED BY MULTIPLEXER 

Fig. 6-APL multiplexing system format. 

Figure 6 (b) shows the format of a data source 
block, and Fig. 6 (c) shows an example of the 
composite bit stream transmitted by the multi­
plexer. Note that the multiplexer output is simply 
a series of equal length blocks, each block being 
decodable by a distinct label that indicates either 
a synchronization block or one of the three data 
source blocks. The number of synchronization 
blocks transmitted per second is determined by the 
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multiplexer output line rate and the arithmetic sum 
of the input sources it is multiplexing. For ex­
ample, if three 10-kbps sources are multiplexed 
and transmitted via a 40-kbps data line, approxi­
mately 20%, or one out of every five blocks, will 
be synchronization blocks. This includes the 8 % 
overhead to transmit each data source. If no data 
are present to be multiplexed, the multiplexer 
simply sends a series of synchronization blocks, an 
operation analogous to the generation of an idler 
pattern by a modem when no data are present for 
transmission. 

Demultiplexer Design-As previously discussed, 
the functions of the demultiplexer are to establish 
block synchronization on the composite bit stream 
transmitted by the multiplexer (Fig. 6 (c» and to 
separate the composite bit stream into the three 
original data sources. This section describes the 
basic operation of the demultiplexer on a func­
tional or logic basis rather than on an individual 
component level. 

Basic Operation. An operational flow diagram 
for the demultiplexer is shown in Fig. 7. The de­
multiplexer is designed to search initially for the 
special synchronization label, which consists of 
seven "zeroes" followed by a "one". The com-

Fig. 7-Operational flow 
diagram of time·division 
demultiplexer. 
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posite input bit stream is examined bit-by-bit until 
a run of seven consecutive "zeroes" is found. The 
next "one" received activates a bit-by-bit serial 
comparison of the following 24 bits in the input 
data stream with the selected master synchroniza­
tion pattern. 

If no errors are found in the received pattern, 
the demultiplexer is considered to have established 
synchronization. Upon reception of any bit that 
does not agree with the known pattern, the demulti­
plexer is considered to have lost synchronization, 
and a bit-by-bit search for the synchronization 
label is resumed. Assuming that a perfect 24-bit 
pattern has been verified, the next three 8-bit words 
may be stored for future use if required (see Fig. 
6 (a) ). The remaining 48-bits are presently fill 
bits, and the demultiplexer simply counts until the 
end of the block occurs (i.e., 96 bits after the 
initial synchronization label was found). 

Having completed examination of the synchro­
nization block, the next 8 bits in the data stream 
are examined to determine if the next block is 
another synchronization block or a data source 
block. If one of the three possible source labels is 
found, the next 96 bits are data from that particu­
lar source, as shown in the data source block for-
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mat of Fig. 6 (b ). The data bits are then routed to 
the proper output channel as dictated by the 
source label. 

If the next 8 bits were determined to be the 
synchronization label, the next 24 bits would again 
be compared to the known synchronization pat­
tern. In this case, however, some number of dis­
agreements may be tolerated; this allowable num­
ber of errors is switch-selectable from zero to seven. 
Hence, a less stringent bit error rate criterion is 
allowed once a perfect synchronization pattern has 
been found . 

If the following 8 bits after the synchronization 
block contain too many errors and cannot be de­
coded as either the synchronization label or one 
of the three source labels, synchronization is as­
sumed to be lost, and the bit-by-bit search for the 
synchronization label and an error-free 24-bit syn­
chronization pattern is resumed. 

System Characteristics-The multiplexer and 
demultiplexer (shown in Fig. 8) are each con­
structed as self-contained units on a standard 19-
inch panel 7 inches high. Each has its own power 
supply integrally mounted with the unit. The elec­
tronics for both units consist exclusively of tran­
sistor-transistor logic (TTL) circuits manufac­
tured by both Texas Instruments and Fairchild 
Semiconductor. The multiplexer consists of 11 
printed circuit boards containing up to 16 dual-in­
line integrated circuit packages per board. Ap­
proximately 150 discrete packages are used. The 
demultiplexer uses four such printed circuit 
boards and contains approximately 60 discrete 
packages. 

t DATA -- - ---- - MuLTIPLEXER 

I· 
~VTI~A~E_ 

our 4. ~_ 

OUT~ ", iii 
_ AU~ ~ 1iI 
• • 

INIT 

DEMULTIPLEXER 

•• 0 

'!, ~ I 
DATA MODEM SYNC 

IN CLOC K IN ERRORS 

iii. 
iii 
iii 

• 

Fig. 8-Multiplexer and demultiplexer units. 
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Binary-coded-octal thumbwheel switches are 
used on the front panel of both units. These 
switches are used to set the three 8-bit source 
identification labels, the special 8-bit synchroniza­
tion label, and the 24-bit synchronization word on 
the multiplexer and demultiplexer. Additionally, 
the multiplexer has three 8-bit switches to set the 
format, source, and destination of the data, and 
the demultiplexer includes a single switch to set 
the allowable number of errors in a synchroniza­
tion word. 

The system is capable of multiplexing up to 
three serial pulse-code modulation (PCM) bit 
streams and may be used for any non-return-to­
zero (NRZ) coded data. The maximum output 
rate limitation for the multiplexer is 953 kbps with 
a maximum single-channel input bit rate of 461 
kbps. These limitations are imposed by the in­
ternal multiplexer clock rate of 1 Mbps and the 
input register configuration. 

System Expansion Potential 
The time-division multiplexing system described 

in this report meets all of the requirements for the 
ER TS telemetry application. Moreover, the sys­
tem may be utilized in a wide range of similar 
applications in which several high-rate bit streams 
must be multiplexed into a single output channel 
(e.g., the Central Data Processing Facility applica­
tion). Numerous possibilities exist for expanding 
the capabilities of the APL multiplexing system to 
satisfy additional requirements. 

If an increased number of input channels is re­
quired (i.e., in excess of three channels), the most 
direct approach is simply to duplicate the current 
equipment (both multiplexer and demultiplexer 
units) and connect two of each in a cascade ar­
rangement. In this way, the number of inputs that 
can be accommodated is increased from three, for 
a single multiplexer unit, to five, for two cascaded 
units. A suitable clock rate would have to be pro­
vided to serve as the output clock from one multi­
plexer and the input clock for the second. Such 
an arrangement, for example, would probably be 
satisfactory for relaying data from a remote site to 
a Central Data Processing Facility for most Skylab 
telemetry conditions. 

Input capacity expansion by cascading multi­
plexers does have the disadvantage of decreasing 
channel usage efficiency. This results from having 
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to provide synchronization and block labeling in­
formation in the output of the first multiplexer 
and then similar type information again in the 
second multiplexer. Also, some small increase in 
the delay encountered by those sources that must 
go through both multiplexers will occur. 

Both of these difficulties can be circumvented 
by increasing the number of basic input channels 
available. Physically accomplishing this with the 
current equipments is a nontrivial task, but it can 
be accomplished with relative ease in a redesigned 
system. The most significant change is that the 
modulus of the modulo 5 counter in the transfer 
control section (Fig. 5) must be made equal to 
the number of input sources desired plus two. 
This, then, allows for the generation of a sufficient 
number of strobing pulses to accommodate the 
additional inputs. Additionally, an input channel 
(Fig. 4) must be provided for each source, and 
such secondary units as the 4: 1 selector and the 
transfer clock combining gate in Fig. 5 must be 
expanded. 

Data Rates-In the event that the absolute 
single channel input rate limitation on the multi­
plexer of 461 kbps proves inadequate for future 
missions, this limit may be increased within the 
current system by replacing the I-MHz master 
clock with a 2-MHz clock. This would effectively 
double both the single channel input rate limit and 
the output channel rate limit so that inputs of up 
to 922 kbps and an output as high as 1.9 Mbps 
could be accommodated. It is not expected that 
such a change would involve anything further in 
the multiplexer. 

To exceed the above limits would entail a re­
design of the entire system using some form of 
higher-speed logic. Integrated circuits of the 
"ECL" (emitter-coupled logic) type are now 
readily available that can be operated at clock 
rates in excess of 100 MHz. The use of such cir­
cuits would result in a multiplexing system design 
that could easily handle input rates up to 10 
Mbps with an output rate at approximately 20 
Mbps. It is well known, however, that the physical 
construction of systems operating at these rates is 
a nontrivial task. 

Data Rate Regeneration-The final area for ex­
panding the capabilities of the APL multiplexing 
system is in the demultiplexer output portion of 
the system. At present, the data from the various 
sources are transmitted in bursts of data at the 
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input, or modem, clock rate. This type of opera­
tion will suffice for most digital processing applica­
tions as now envisioned. However, there may be 
cases where it is desirable to have continuous 
serial bit streams as the outputs from the demulti­
plexer (e.g., for analog chart recording, oscillo­
scope presentations, etc.). 

A prototype single channel data rate smoothing 
system has been designed and constructed to 
demonstrate the feasibility of obtaining continuous 
or smoothed serial bit streams from the burst-type 
demultiplexer outputs. The system basically con­
sists of a long shift register that provides tempo­
rary storage for the data which enter the register 
in bursts at the modem clock rate. Data are con­
tinuously emptied from the register at or near the 
expected nominal rate of the source (i.e., the 
original downlink frequency prior to multiplex­
ing). A voltage-controlled oscillator (VCO) is 
used as the source for the output clock frequency. 

Control of the rate smoothing operation is ac­
complished by maintaining the number of data bits 
in the storage register at approximately one-half 
the register length. If data are entering the register 
rapidly so that the register is over half full, the 
VCO or output clock rate is increased. If data 
are entering the register at a lower rate, so that the 
register is less than half full, the output rate is 
correspondingly decreased. Thus, the output rate 
is continuously adjusted so that the register is al­
ways approximately half full, and a continuous 
serial bit stream is provided. Rate smoothing by 
this approach does not restore the original in­
stantaneous rate variation of the source. The 
method, however, does provide a long-term ap­
proximation of the original rate and yields gap­
free outputs for analog display purposes. 

Since the APL multiplexing system uses 96-bit 
data block lengths, the prototype rate smoothing 
system was designed to provide a storage capacity 
of 10 data blocks, or 960 total bits. The system 
may be used for smoothing original source rates 
up to 1 Mbps with a maximum modem clock rate 
of 2 Mbps. 
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