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INTRODUCTION
Within the last decade, neural prosthetics have seen 

tremendous progress based on advances in neurosci-
ence, robotics, controls, electrical engineering, and 
applied mathematics. Virtual and real devices can now 
be controlled with signals recorded from a variety of 
locations along the neural efferent pathway from the 
brain to the hand. These signals originate within and on 

e present a Virtual Integration Environment (VIE) 
for neuroprosthetic devices. The VIE is an integrated 

software framework for coordinating distributed engineer-
ing design efforts. It provides researchers with a means to implement and test all 
major components involved in developing and using a neuroprosthetic device, using 
both virtual and hardware-in-the-loop simulations. Data provided from neural signals 
in the motor cortex, nerve fibers of the peripheral nervous system, and surface or 
intramuscular myoelectric signals can be acquired and processed to provide real-
time control of real or virtual prosthetic upper limbs. The VIE can therefore be used 
to visualize and monitor performance of various design approaches, evaluate neural 
signal analysis algorithms, simulate emerging mechatronic elements, train end users 
to control real or virtual neuroprosthetic devices, and configure and customize take-
home devices. Here we provide a comprehensive description of the system, as well as 
a summary of its applications for myoelectric control and neural research at multiple  
academic institutions.
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the surface of the motor-controlling cortex of the brain, 
along peripheral nerves, within individual muscles, and 
superficially on the skin surface.1–3 This diversity of bio-
logical signals requires a variety of specialized process-
ing algorithms to appropriately decode each signal set. 
Furthermore, it is expected that signals from multiple 
modalities will soon be used simultaneously to provide 
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type limb systems and virtual environments in which 
they simulate interactions between the limb and its  
surroundings.9 Finally, clinicians use the VIE graphi-
cal user interface to tailor a prosthesis to an individual 
patient and tune system parameters prior to and during 
clinical evaluation.3

The goal of this article is to describe the VIE archi-
tecture and initial applications. Specifically outlined are 
each of the five main subsystems and use cases demon-
strating noninvasive myoelectric prosthesis control, as 
well as neural signal decoding in a primate model tele-
operating a prosthetic device.

THE VIE: FRAMEWORK AND ARCHITECTURE
The VIE uses the MATLAB and Simulink (The 

MathWorks, Inc., Natick, MA) tool families, which pro-
vide a means to rapidly prototype embedded software 
and perform hardware-in-the-loop simulation. Simulink 
(with Simulink Real-Time Workshop and xPC Target) 
provides real-time system modeling and simulation, 
and MATLAB provides graphical user interfaces to the 
system. Additionally, the VIE uses third-party software 
modules, including Delta3D with its Open Dynamics 
Engine (http://ode.org/) to supplement the system with 
real-time collision detection and MSMS,4 which renders 
the 3-D virtual world.

The full VIE hardware configuration consists of three 
personal computers (PCs): an operator PC, a visualiza-
tion PC, and a real-time PC. The operator PC acts as a 
host running MATLAB to provide graphical control of 
the system. The visualization PC, in conjunction with 
a set of 3-D goggles, provides a rendered real-time 3-D 
stereo display of the virtual environment. Finally, the 
real-time PC runs the xPC Target fixed-step real-time 
kernel that executes signal processing algorithms and 
models closed-loop control.

The key advantage of the tools selected for the VIE 
is that the same code prototyped for simulation can be 
embedded directly into real prosthetic limb systems.

The VIE consists of five core subsystems (Fig.  1): 
inputs, signal analysis, controls, plant, and presentation. 
Each subsystem can be configured modularly depending 
on the particular application and use-case scenario of 
the VIE.

Inputs to the VIE
The inputs subsystem is responsible for communicat-

ing with hardware interfacing to external data sources 
and packaging the received data in a standardized 
format called the inputs bus. This allows for modular use 
of different types of signal acquisition hardware for live 
signal capture or playback of prerecorded data. In this 
way, downstream signal analysis algorithms can be com-
pletely isolated from the specifics of how the data reach-

accurate and robust decoding. Because of the growing 
complexity of neuroprostheses, a common framework 
is needed to support development and comparison of 
neuroprosthetic systems.

We have developed a Virtual Integration Environ-
ment (VIE) as part of the Defense Advanced Research 
Projects Agency (DARPA) Revolutionizing Prosthetics 
2009 (RP2009) program to provide a common platform 
for neuroprosthetic research and development. The aim 
of RP2009 is to develop an advanced prosthesis that 
will restore full motor and sensory capability to upper-
extremity amputees. The VIE was developed to sup-
port that effort by providing a standardized framework 
for neuroscientists, engineers, and clinicians to rapidly 
develop and integrate the complex systems that make 
up the RP2009 Modular Prosthetic Limb. To make it as 
effective and as broadly used as possible, standard func-
tions and interfaces exist and efforts are under way to 
make the VIE system open source.

A significant benefit of a virtual collaborative envi-
ronment is the ability to evaluate the command and 
control of neuroprosthetics within simulated rendered 
virtual environments. In the case of advanced upper-
limb prostheses (characterized by a large number of 
controllable degrees of freedom), a virtual environment 
allows immediate access to a simulated limb system for 
the purpose of training and control algorithm refine-
ment. Practically, this allowed parallel development of 
the control systems even while physical limb hardware 
was still in early development stages. The VIE also 
enabled evaluation of prototype limb designs with end 
users in a clinical environment, allowing recording and 
playback of control signals without safety issues. 

Currently, several collaborative neuroprosthetic 
frameworks exist, including the brain–computer inter-
face (BCI) system BCI2000, NeuroComm, musculo-
skeletal modeling software (MSMS) system, and the 
Thought Translation Device.4–6 Each of these frame-
works provides some level of modularity. However, 
none serves as a platform for end-to-end development 
of neuroprosthetic devices that utilizes both invasive 
and noninvasive recording devices, supports multiple 
signal analysis modules, allows hardware-in-the-loop 
development, and provides a clinical interface. The VIE 
combines features of existing development frameworks 
into a package optimized for collaborative development 
and competitive assessment of neuroprosthetic system 
components. These features include a real-time process-
ing engine, modular construction of a neuroprosthetic 
system, and an interactive rendered 3-D environment.7

Presently, the VIE is used by neuroscientists, con-
trol and robotics engineers, robotic limb developers, 
and clinical research groups. Neuroscientists use this 
system to run primate closed-loop BCI experiments 
involving penetrating electrodes.8 Controls and robotic 
engineers develop control algorithms to model proto-

http://ode.org/
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Controls
The controls subsystem of the VIE receives high-level 

commands representing the intent of the neuropros-
thetic end user (e.g., flex elbow to 90°) and translates 
these commands into low-level actuator commands (e.g., 
supply current for motor commutation). These com-
mands can be used for hardware-in-the-loop simulation 
or for high-fidelity motor simulations. Using the com-
bination of desired commands from the end user and 
feedback from the modeled system, the controls block 
regulates low-level actuator commands to achieve the 
desired system performance.

The intent bus from the signal analysis subsystem 
contains command information (Fig. 2) including joint 
commands, Cartesian space commands, and movement 
macros (e.g., hand grasp patterns). Grasp commands use 
customizable trajectories for each finger of the prosthetic 
device, allowing high-level coordination to accomplish 
predefined hand conformations.

ing them have been acquired. This module allows data 
in various formats to conform to a standard interface. 
As shown in Fig. 2a, the inputs can come from a wide 
variety of sources, such as cortical implants, peripheral 
nerve implants, or intramuscular or surface electromy-
ography electrodes, as well as mechanical devices (e.g., 
contact switches or joysticks), motion tracking sensors, 
or files containing prerecorded data.

Signal Analysis
The signal analysis subsystem processes the incoming 

(live or prerecorded) signals, extracts signal features, and 
then converts the signals into a command to the limb 
system, as shown in Figs. 1 and 2b. Signal feature extrac-
tion is used for pattern classification algorithms to reduce 
dimensionality of input signal. The particular feature 
set and classifier/regressor are chosen on the basis of the 
intended application and available signal set. Algorithm 
parameters (weighting matrices, etc.) associated with 
these algorithms are updated during a “training” phase 
during which processed input signals are correlated to 
known movements. This process of training, or correlat-
ing input signals to intended movements, is an offline 
process coordinated by the VIE that allows the algorithm 
parameters to be customized to an individual limb user.

In a myoelectric control scenario, the signal analy-
sis subsystem performs bandpass filtering of input sig-
nals, extracts time-domain features (e.g., mean absolute 
value and number of zero crossings during a given time 
window), then uses a linear classifier to select the most 
likely intended movement class, and finally issues com-
mands to the controls subsystem. Each of these process-
ing elements can be modularly selected depending on 
the specific application. Examples are provided in the 
Applications section.

The output of the signal analysis block is an action 
command that represents the high-level intent of the 
end user (e.g., flex elbow, open hand, or move to loca-
tion). These position and/or velocity commands are 
transferred using the common interface either to a con-
trols block or directly to physical limb hardware outside 
of the simulation environment.

Figure 1.  Block diagram of the VIE modules.
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Figure 2.  (a) Physiological inputs to the VIE. (b) Signal analysis 
inputs and outputs.
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There are various selectable levels of fidelity and 
assumptions made within the plant model (e.g., ignor-
ing motor back electromotive force, friction, or iner-
tial terms) that can be customized to either increase 
simulation accuracy as in the highest-fidelity cases or 
to decrease computation time as in cases where the 
limb simulation should run interactively in real time. 
To perform accurate control system analysis, a dynamic 
plant model is used. In this case, the plant models the 
nonlinear multibody rigid dynamics of the prosthetic 
arm linkages along with the electromechanical actua-
tor models that drive each link. Conversely, for more 
basic simulations that require only animations of limb 
motion, the plant can be configured as a fast kinematic 
model (ignoring inertial effects) with direct feedthrough 
of desired link/motor commands.

A distinct advantage of using a simulated plant model 
is that it reduces hardware limitations including safety 
concerns, cost, and limited availability. Additionally, 
the VIE system has been used to operate hardware in 
the loop to evaluate control algorithms and physical per-
formance of actuators on a test stand environment.

Presentation
The presentation subsystem of the VIE bridges the 

simulated environment to the outside world. As shown 
in Fig.  4, state data of the system (consisting of joint 
position information of a prosthetic limb and location of 
interactive objects in the virtual world) are transmitted 
via User Datagram Protocol to a networked computer 
that renders the 3-D display. The end user can observe 
the virtual world from a third-person perspective or may 
use a stereoscopic display to gain a first-person perspec-
tive of the 3-D environment, in which case the end user 
peers through the eyes of the avatar. By providing a real-
istic means to visualize prototypical prosthetic devices, 
end users have an opportunity to work with a high-
fidelity simulated prosthesis and customize or tune the 
device according to their ability and preference within 
the safety of a virtual environment.

Interaction with virtual objects between the limb and 
the synthetic environment occurs in three steps. First, 

The controls system modulates the impedance or 
apparent stiffness of selected joints, allowing the limb to 
mimic the compliance of the natural limb. Modularity 
within the controls subsystem provides the flexibility to 
evaluate the efficacy of a variety of control modalities. 
This allows the end user to switch between a number 
of different control strategies depending on the task at 
hand or whichever mode of operation the user prefers.

The controls subsystem (Fig. 3) has three main func-
tional blocks representing high-level controls, motor 
controls, and the plant (i.e., neuroprosthetic device). 
Each block has an input and output vector and the vari-
ous controllers interact dynamically with the plant block 
(described in more detail in the next section). The non-
linear state space equations inside the plant block repre-
sent the prosthetic limb segments, the actuators, and the 
mechanical transmissions that connect them. The plant 
input is a vector of motor voltages and output is a vector 
of plant state variables representing motor currents, 
motor angular positions, and motor angular velocities. 
This plant state vector also contains link angular posi-
tions and velocities that cannot be written as algebraic 
functions of other state variables. The plant output is a 
vector of sensor measurements including current, torque, 
and motion of the electromechanical limb system.

The VIE control architecture serves as an extremely 
flexible test bed for investigating command/control para-
digms for the end user of the prosthetic limb in an effort 
to evaluate and determine optimal function for human-
in-the-loop performance.

Plant
The plant subsystem of the VIE models the under-

lying physical prosthetic device and components being 
developed. Within the plant block, each prosthetic 
joint is modeled to reflect its kinematic and/or dynamic 
behavior. The limb system follows a sequential kine-
matic hierarchy from proximal (shoulder segment) to 
distal (the hand). The proximal segment represents the 
attachment point of the prosthetic device and can be 
moved in space to reflect torso motion (using motion 
sensors) in the immersive environment of the VIE.

B1M
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ypuH xH = ƒH (xH ,uH ) yH uM
yM = up

.

yH = hH (xH ,uH ) 
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.

yp = hp (xp ,up ) 

xM = AM xM  + BM uM
.
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controller
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Figure 3.  Block diagram of prosthetic limb control system. Inputs (u) and outputs (y) represent signal vectors between processing 
blocks, and BHM and BIM simply sort the inputs to the appropriate motor controller subsystem. The high-level controller block contains 
a set of nonlinear state space equations representing nonlinear endpoint control algorithms to calculate the appropriate motor com-
mands. The motor controller blocks contain a set of linear state space equations (described by the matrices {AM, BM, CM, DM}) outputting 
motor control voltages for each joint. The plant input is a vector of motor voltages and a vector of state variables representing motor 
currents and angular positions/velocities. The plant outputs sensor measurements including current, torque, and motion of the limb.
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In a clinical setting, the presentation tools within 
the VIE can serve as a proving ground for the neuro-
prosthetic device. The prosthetist and patient can work 
together to tune the virtual limb system responsiveness 
(i.e., actuation speeds) and then later load these config-
uration parameter sets onto the real prosthetic device. 
The patient can then perform a variety of functional 
tasks in the virtual environment. Data from these tasks 
can be recorded and used to evaluate how effectively the 
user can control the limb (Fig. 5).

APPLICATIONS

Real-Time Myoelectric Decoding
During clinical research using the VIE, noninvasive 

myoelectric activity is acquired from skin electrodes 
placed on the residual muscle of an amputee (Fig. 5a).3, 9 
The signals are fed to the VIE, which processes them by 
bandpass filtering the signals between 80 and 500 Hz 
and then extracts four time-domain features from the 
filtered signals for each electrode (Fig. 5b). The four fea-
tures are then classified into 14 movement classes (plus 
a “no movement” class) using linear discriminant analy-
sis.9 These signals, in conjunction with the joint veloc-
ity signal (Fig.  5, c and d) are then used to control a 
virtual arm (Fig. 5e), as well as an actual prosthetic limb 
developed as part of the RP2009 program. The control 
signals produce highly accurate movements, and execu-
tion times for these movements are comparable to those 
of normal subjects.3 As shown in Fig. 5e, the subject is 
outfitted with surface electrodes on his chest to record 
upper-limb muscle activity. The movements performed 
in these experiments, shown in detail in Fig.  5c, were 
broad hand/arm movements (e.g., elbow flex/extend, 
wrist flex/extend, hand open/close, etc.), but it is also 
possible to decode flexion and extension movements 
of individual fingers from myoelectric activity collected 
from transradial amputees.11, 12 In this case, it is worth 
noting that commercial prostheses cannot perform indi-
viduated finger movements, making it hard to visual-
ize output movements. However, the VIE can address 
this shortcoming by allowing visualization of any joint 
movement within the virtual environment.

Remote Neural Decoding
Because of its modularity, the VIE can perform 

signal processing at one location and operate hardware 
at remote locations. This concept was established and 
tested using the VIE framework to control a virtual 
prosthetic limb at one location via the Internet using a 
neural decode algorithm of a primate at a collaborator’s 
lab at a separate location.

In this setup (Fig. 6), two VIE systems were used, one 
at each lab. A data acquisition system for neural signals 
was used to collect cortical action potentials in a non

the plant dynamics mathematically represent the device 
including actuator electromechanical properties, limb 
segment dynamics, joint degrees of freedom, and forces 
and torques from the external world. Second, the physi-
cal volume of the limb is modeled as geometric primi-
tives for collision detection between these geometric 
primitives and the objects of the virtual world. Finally, 
a rendered graphics scene is presented to the end user. 
Separating the problem of world interaction into these 
three parts distributes the computational load and 
allows efficient calculation of dynamic properties, fast 
collision detection, and high-quality scene rendering. 
The dynamic response of the prosthetic device is com-
puted on the real-time PC using SimMechanics (The 
MathWorks), and the segment angles of the prosthesis 
are broadcast by the presentation block.

To perform the collision detection associated with 
the virtual environment, custom software based on the 
Open Dynamics Engine receives the segment angles 
and updates its own geometric-primitive prosthesis 
model. On the basis of the relative position of the limb 
and world objects, the Open Dynamics Engine-based 
collision detection engine updates the physics models 
of world objects external to the limb. These virtual 
interactive objects use geometric primitives with rigid 
first-order dynamic response. The resulting position and 
orientation of collided objects is then broadcast (via 
User Datagram Protocol) for 3-D rendered visualiza-
tion. In this way, limb interaction with the virtual world 
appears seamless and realistic.

Figure 4.  Presentation environment depicting a precision grip.
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human primate in real time. The action potential spikes 
were sorted into bins and sent to the inputs block of the 
VIE system.

In this animal model, the primate was presented a 
3-D target using shutter glasses with a stereoscopic dis-
play. Single- and multiunit activity was correlated to the 
position of a “cursor” that was controlled neurally to 
attain the target.

The target was correlated to the wrist location of 
the prosthetic arm, and corresponding joint angles were 
calculated using inverse kinematics. The endpoint com-
mand was bounded by the working volume of the pros-
thetic arm, and the joint angles were solved. The control 
algorithm computed the error between the current joint 
angles and the desired joint angles and computed appro-
priate joint actuator commands using a simple propor-
tional gain controller.

A kinematic plant model was implemented on the 
VIE performing neural decoding. Using realistic angu-
lar velocity limits, the plant model joints were driven 
according to the actuator commands assuming zero load 
on the limb.

One VIE system (VIE1 in Fig. 6) was responsible for 
decoding neural spike activity to resolve cursor position 
in space. The cursor location was converted to an equiv-
alent set of joint angles for a 7-degree-of-freedom arm, 
such that the position of the wrist corresponded to that 
of the cursor. These joint angles were transmitted by the 
visualization block and locally repackaged by the decod-
ing VIE using Transmission Control Protocol/Internet 
Protocol (TCP/IP) and broadcast over the Internet to 
our institution in Maryland.

The remote VIE (VIE2 in Fig. 6) received the message 
over TCP/IP and used these joint angles to control a vir-
tual prosthetic limb in real time. This ability to perform 
remote decoding and limb actuation has been tested 
using both primate training data sets and real prosthetic 
limb hardware, as well as live decoding of primate data 

Figure 5.  (a) Electromyogram (EMG) data acquisition from 12 skin 
surface locations; (b) feature extraction (one of four feature out-
puts shown); (c) classification: the VIE outputs a movement class; 
and (d) an output velocity signal for that class. These outputs are 
then used to drive both a real and a virtual upper-limb prosthesis 
(e). Note that the EMG data show a heartbeat signal with the EMG 
signals themselves because of the fact that the shoulder disar-
ticulation patient, from whom the data were collected, under-
went a targeted reinnervation surgery, whereby the peripheral 
nerves are rerouted to innervate the pectoral muscles (also see 
Ref. 10 for more on this procedure). CG, cylindrical grasp; EE, 
elbow extension; EF, elbow flexion; HC, hand close; HER, humeral 
external rotation; HIR, humeral internal rotation; HO, hand open; 
LG, lateral grasp; NM, no movement; SE, shoulder extension; SF, 
shoulder flexion; WE, wrist extension; WF, wrist flexion; WP, wrist 
pronation; WS, wrist supination. 
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controlling a virtual prosthetic. The modularity of the 
VIE allows these experimental paradigms to be config-
ured interchangeably.

The use of multiple VIE systems in this capac-
ity demonstrates the capability to accommodate real-
time decoding from live sources and to use those data 
remotely to control a neuroprosthetic device in a safe 
and isolated environment.

Summary of Other VIE Results
The VIE has been used in numerous other applications 

where an actual upper-limb prostheses was not available, 
or where the appropriate degrees of freedom that needed 
to be controlled were lacking on the prostheses, or as 
a complement to a real prosthesis for visualization pur-
poses. Prerecorded data are also frequently used on the 
VIE to test new approaches to decoding datasets.

For example, primate studies have shown that it is 
possible to decode individual finger and wrist flexions 
and extensions from neural signals in the primary motor 
cortex (M1) hand area.1, 8 In this context, the VIE was 
used to show asynchronous decoding of these move-
ments to confirm the validity of the decoded movements.

Additionally, the modular nature of the VIE lends 
itself to the direct comparison of algorithms. For exam-
ple, in one study,13 a linear filter and recursive Bayesian 
decoder were both implemented in the VIE. The com-
putational cost and real-time behavior of each algorithm 
were examined. Notably, this was the first reported 
real-time implementation of the Mixture of Trajectory 
Models decoder.14

DISCUSSION

Novelty and Benefits Introduced by the VIE
A major advantage of the VIE system is the modular 

structure, which allows varying levels of model fidelity 
and sophistication within each subsystem depending 
upon the desired use of the VIE.

This is similar to, but distinct from, other neuro-
prosthetic development frameworks, such as BCI2000,5 
which is composed of four modules: data acquisition 

and storage, signal process-
ing, user application, and 
operator interface. The 
BCI2000 modules com-
municate through TCP/
IP, so they do not have to 
be collocated, which is an 
advantage shared by the 
VIE. Although BCI2000 
has been successfully used 
for a number of applica-
tions, it has limitations 

because it does not separate the physical system (i.e., the 
plant) from the control modules. This implies that the 
system does not allow a way to combine plant models 
of different prosthetic limbs with control algorithms. 
BCI2000 also lacks provisions for third-party dynamic 
engine software packages, making it difficult for end 
users to create dynamic simulations of models of a pros-
thetic limb. Although arbitrary “user application” mod-
ules can be deployed, BCI2000 does not natively support 
3-D visualization, which is essential for realistic evalua-
tions/simulations. Most of the shortcomings of BCI2000 
are associated with modeling and controlling a physi-
cal limb as opposed to a virtual cursor. In contrast, the 
MSMS package was specifically designed and integrated 
into the VIE to facilitate modeling and dynamic simula-
tions of neurally controlled prosthetic limbs.15 The key 
features of MSMS include the ability to develop muscu-
loskeletal or mechanical models of limbs in a standard 
file format, a user-friendly graphical user interface to 
construct and manipulate components of these models, 
integration with the Simulink dynamic solver, and inte-
grated 3-D (virtual reality) graphics routines to visualize 
the simulations. 

Limitations of the VIE
The VIE system represents many different capabili-

ties including signal processing, hardware-in-the-loop 
control, and virtual reality visualization. In order to 
accomplish these tasks, multiple computer systems were 
used, making the system not readily portable. Although 
the VIE is scalable enough to operate on a single laptop, 
performance can be limited in this configuration. Typi-
cal research systems require two dedicated PCs, and 
clinical systems with stereo vision require three PCs. 
This represents a limitation in the lab space required 
and the expense of establishing the system. The imple-
mentation of the system natively in MATLAB also 
poses some difficulties in organizing the programming 
effort on a large scale. Although the Simulink Coder 
facilitates code translation to embedded software, devel-
opers are still responsible for writing efficient algorithms 
that meet the demands of a real-time scheduler (typi-
cally a 1-ms time step).

TCP/IP

Actuation

VIE1 VIE2

Data acquisition
(grasp task)

Figure 6.  Neuroscientists and rehabilitation engineers can use the VIE to acquire biological 
signals and control a robotic arm from distinct locations.
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Applications of the VIE
The Applications section describes two distinct appli-

cation environments for the VIE: a clinical environ-
ment and a research environment. The VIE serves as a 
tool for clinical evaluation of neuroprosthetics technol-
ogy at all stages of the fitting process, from myography 
site selection to performance evaluation. The tech-
nology includes but is not limited to prosthetic limbs, 
sensory feedback devices, motor decoding algorithms, 
sensory feedback algorithms, patient training algo-
rithms/regiments, and the use of virtual environments 
for limb system evaluation and fitting. The modularity 
of the VIE allows the system to be used in a research 
environment to develop and validate performance of 
novel decoding algorithms, as well as in a clinical envi-
ronment to refine an end user’s command and control of 
a prosthetic device. The graphical user interface allows 
configuration and display of parameters necessary for 
performance tuning. From a research perspective, the 
VIE provides a framework to efficiently design and 
develop neuroprosthetic components using standard 
interfaces on a common platform.

CONCLUSIONS AND FUTURE WORK
In this work we have shown the applicability of a 

novel integrated framework for development, simula-
tion, modeling, and clinical evaluation of neuroprosthe-
ses. The modularity and thorough documentation of the 
VIE allows for successful integration of the framework 
in ongoing clinical evaluations and experiments at sev-
eral locations around the country. Given the distributed 
nature of the RP2009 program (more than 30 institu-
tions in five countries), the VIE has successfully allowed 
researchers and developers in distinct geographical loca-
tions to accomplish significant development efforts in a 
short period of time. 

Although the VIE has functioned well with its cur-
rent architecture, there are improvements that will 
enhance its versatility for researchers and clinicians 
alike. The VIE was originally designed with a focus on 
upper-extremity prostheses, however, with further devel-
opment and extensions, the VIE will serve as a general 
development framework for any type of neural prosthetic 
device. These changes include generalizing existing bus 
structures to include a wider range of prosthetics systems, 
adding an experimental control block to control the flow 
of experiments, and adding a block for data logging.
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