
















integration of low-level system repre
sentations into higher-level models 
offers a technically sound interim 
solution until object-oriented simula
tion environments are developed that 
can directly support software zoom 
through multilayered object hierarchies. 

Although this experiment was not a 
real-time application , the technique 
can be readily applied to support the 
throughput requirements of individual 
nodes in a distributed real-time ex
ercise. For example, consider the ficti
tious real-time application depicted in 
Fig. 6. In this exercise, several distributed 
simulation nodes, each node represent
ing unique players within the simula
tion, operate within a virtual battlefield 
via a predefined communication proto
col (i.e., Distributed Interactive Simu
lation). Suppose the objective of the 
exercise is to evaluate the impact of a 
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(R WR) system on operational effective
ness. Although a high-resolution soft
ware representation of the R WR system 
is required to adequately evaluate the 
relative utility of the RWR hardware in 
this environment, integrating the high
resolution RWR software representation 

Figure 6. Fictitious application of the software zoom concept to a real-time exercise 
involving, among other participants, an aircraft carrier, a frigate, an F-14, and an F-18. 
Systems shown on the F-18 are part of the high-level model; the Cronus link is allowing 
the analyst to take a higher-resolution look at the radar warning receiver (RWR). 

into the F-18 simulator degrades performance of the 
F-18 host processor to less than real-time. The resolu
tion requirements on the R WR representation can be 
relaxed, but an alternate approach would be to host the 
RWR software on a remote processor, accessed directly 
from the F-18 simulator (via Cronus) when require
ments dictate. Besides the obvious benefit of reestab
lishing real-time performance through off-loading 
processor-intensive functions onto remote hardware 
resources, the insertion of high-resolution system rep
resentations into the simulation may be constrained to 
those critical mission phases in the scenario that drive 
the hardware performance evaluation. Although this 
example illustrates the utility of this technique for a 
single system or single node application, supporting 
hardware resources could be dedicated to any number 
of individual systems. Via the Cronus DCE, any node 
on the distributed network can then access these high
resolution system representations as needed. 

SUMMARY 
Relating the impact of low-level subsystem modi

fications to overall force effectiveness represents a 

major unsolved problem within the DoD acquisition 
community. Distributed computing environments can 
be used to link detailed software methodologies in 
existing legacy software to the simulation framework of 
higher-order models, offering a viable technical 
approach and potential solution to this problem. Al
though practical issues remain concerning the applica
tion of this technique within a structured analytical 
methodology, our experiment successfully demonstrated 
a point of departure from which a more complete 
methodology can be developed to address broad classes 
of potential applications in support of the DoD 
acquisition process. 
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