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Abstract

The ACUREX collector field together with a thermal storage tank and a power conversion system forms the Small Solar Power Sys-
tems plant of the Plataforma Solar de Almeria, a facility that has been used for research for the last 25 years. A simulator of the collector
field produced by the last author has been available to and used as a test-bed for control strategies. Up to now, however, there is not a
model for the whole plant. Such model is needed for hierarchical control schemes also proposed by the authors. In this paper a model of
the thermal storage tank is derived using the Simultaneous Perturbation Stochastic Approximation technique to adjust the parameters of
a serial grey-box model structure. The benefits of the proposed approach are discussed in the context of the intended use, requiring a
model capable of simulating the behavior of the storage tank with low computational load and low error over medium to large horizons.
The model is tested against real data in a variety of situations showing its performance in terms of simulation error in the temperature

profile and in the usable energy stored in the tank. The results obtained demonstrate the viability of the proposed approach.

© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The Plataforma Solar de Almeria (PSA), Spain was built
in 1981 as part of the International Energy Agency project
entitled Small Solar Power Systems (SSPS). The initial ele-
ments of the plant included the ACUREX field, distributed
collector system using parabolic troughs to heat oil as in
most plants. The processes usually connected to such fields
for electricity generation or seawater desalination (Zarza,
1991) are most efficient when operated continuously. To
do this they must be provided with a constant supply of
hot oil at some pre-specified temperature. This requirement
prompted the use of a storage tank as a buffer between
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solar collection and the power conversion system (PCS)
on early plants such as the SSPS system at the PSA. Whilst
these facilities enable the overall plant power output to be
maintained during shortfalls, they do not remove the
requirement for a fixed quality energy output from the
field, in the form of tight outlet temperature control (Mea-
burn and Hughes, 1996).

Several models of the ACUREX field have been devel-
oped mainly for control purposes (Camacho et al., 1997
Camacho et al., 2007). A simulator of the collector field
produced by the last author has been available to and used
by many researchers (Camacho et al., 1997). The storage
tank and PCS however have not received such attention
until recently. This is in contrast with the industry trend
to increase automation of processes (Prada, 2004). Such
trend has caused a need to obtain global models of the
plants to be controlled in order to improve final performance,
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including optimization techniques and hierarchical control
strategies.

Hierarchical control consists of decomposing the origi-
nal task into orderer subtasks, and then handling each sub-
task with a specific control (Brdys and Tatjewski, 2005).
The structure proposed by the authors can be seen in
Fig. 1. It consists of two layers that involve systems with
different time scales: the upper layer (slow dynamics) solves
an optimization problem as a function of the expected gen-
eration and its associate costs. It maximizes the expected
profit based on current state of the plant, predicted atmo-
spheric condition, prices and costs and also operating
safety constrains. The output of this layer is a set point
or reference signal used by the lower layer. This second
layer (fast dynamics) includes controllers that ensure set-
point tracking. Some previous work regarding hierarchical
control of the PSA have been implemented and tested by
the authors in Cirre et al. (2004), Berenguel et al. (2005),
Cirre et al. (2006), using just a model of the collector field.
It is worth remarking that the time scales of the several
sub-systems are quite different from one another, being
the storage tank the one with slower dynamics and thus
the most important for the upper layer of hierarchical con-
trol. Following this line of research, a model of the thermal
tank is derived here to be later included in order to produce
better predictions of the expected profit to be taken into
account by the first layer of the hierarchical control
structure.

The grey-box approach to model construction (Ljung,
1987) stems from the fact that it is best to take advantage
of the a priori knowledge of a system. This knowledge is
usually expressed in terms of a set of ordinary or partial
differential equations obtained from first principles. For
some systems such equations are not completely known
and data has to be used to fill-in the gap via an identifica-
tion procedure. Grey-box models combine a priori
knowledge expressed in terms of a phenomenological, or
white-box model, with an identification procedure similar
to that of black-box models. In most cases grey-box models
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Fig. 1. Diagram of the hierarchical control of the SPSS plant at the PSA.

have better generalization characteristics than the pure
black-box ones and require less amount of data for the
identification phase.

Grey-box models have been classified (Thompson and
Kramer, 1994) into two categories: (i) serial grey-box
(SGB) models that deliver intermediate values of parame-
ters or variables for use in phenomenological models
(Van Can et al., 1996), and (ii) models in parallel with a
white box model, adjusted to compensate for modelling
errors. The results reported in this paper for the storage
tank of the SSPS at the PSA are of a SGB model. The iden-
tification part uses data obtained at the plant in different
operating situations. A simultaneous perturbation stochas-
tic approximation SPSA optimization procedure has been
used to adjust the parameters of the model to the observed
data. The SPSA algorithm (Spall, 1998) provides an esti-
mation of the gradient of a objective function to be opti-
mized, making it appropriate for high-dimensional
optimization problems. An interesting feature is that SPSA
can be used in situations where the objective function is
contaminated by noise. Also the gradient approximation
is deliberately different from the alleged true gradient and
this provides a mean to escape from local minima while
retaining the desired local convergence property. In the
present case the objective function is a measure of the sim-
ulation error given by the model.

The paper is organized as follows: Section 2 describes in
detail the storage tank within the SSPS at the PSA. The
SGB model is introduced in Section 3 along with the SPSA
procedure used to adjust its parameters. The benefits of
using a grey-box approach are discussed in the context of
the intended use of the model in a hierarchical control sys-
tem. The resulting model is tested against real data in a
variety of situations in Section 5 showing its performance
in terms of simulation error. The results are discussed with
respect to the relevant aspects required by the hierarchical
control system. The paper ends with some conclusions.

2. Plant description

The distributed collector field consists of 480 east-west
aligned single axis tracking collectors with a total aperture
mirrors area of 2672 m”. The heat transfer fluid used is
Santotherm 55 thermal oil, able to withstand temperatures
up to 300 °C. The oil resides inside a thermal storage tank,
placed near to the solar field. Thermal stratification of the
oil in the tank allows storage of energy at different temper-
atures. The storage tank is connected to the solar field and
to the PCS by means of two pipe circuits placed at the top
and bottom of the tank (see Fig. 2). The heated oil stored in
the tank is used to boil water that is utilized in a steam tur-
bine to drive the PCS.

Normal operation of the plant involves pumping the
cold oil from the bottom of the tank to the solar field where
it is heated and returned to the tank at the top. From the
point of view of control, the manipulated variable is the
oil flow rate given by the pump. Changing this flow rate
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Fig. 2. Top: schematic layout of the SPSS plant at the PSA. Bottom:
diagram of the tank showing the location of the thermocouples and pipes.
The inset shows a generic discrete control volume used for modelling.

it is possible to control the outlet temperature to some
extent. When operating this plant several constrains should
be considered in flow rate (between 2.0 and 12.01s "), in
oil temperature (305 °C) and in temperature increments
along the pipes (70 °C).

The operation of the PCS is activated when there are
several layers between 285 °C and 295 °C. In that case,
the tank can be considered as loaded and ready to be used.
The electricity production can be done in three ways. The
first mode of operation is used just when there is not solar
radiation to be used, then the hot oil is taken from the tank
to the turbine but it does not circulate along the solar field.
The second mode of operation is usual when there are large
disturbances in solar radiation. The power conversion sys-
tem is then run using the thermal energy stored inside the
tank jointly with solar field, but the oil from the field is sent
to the bottom of the tank thanks to a three way valve. This
is done in order to avoid temperature fluctuations at the
top of the tank. The third mode of operation is used when
the levels of solar radiation are good, then the oil from
the field is sent to the top of the tank to be used by the
PCS.

The lower part of Fig. 2 shows a detailed description of
the tank geometric characteristics. Note how the oil
entrance and exit contain several diffusers used to avoid
disturbances in the oil stratification. Also the position of
the thermocouples in the oil and in the wall of the tank is
shown in the figure. These thermocouples provide temper-
ature measurements that will be used in the identification
part of the modelling procedure.

3. Model structure

The model structure for the thermal storage tank corre-
sponds to a discrete-time set of first order equations. This
structure has been chosen to achieve the main goals set
for the model:

e Long term prediction capabilities that allows it to be
used in the upper layer of a hierarchical control strategy.

e Adequate representation of the distributed energy con-
tent of the tank. The PCS does not operate in the same
conditions for the wide range of temperatures resulting
of stratification. For this reason the model must reflect
the temperature gradient and its changes during charge
or usage periods.

e Low computational load during its use in simulation. In
this way the optimization in the upper layer of the hier-
archical controller can be run often and deeply enough
to provide a quasi-optimum solution under different
scenarios.

e Low dependence on the sample time in order to be able
to use historical data coming from different experiments.

e Good convergence capabilities in order to diminish the
influence of a partially known or noise corrupted initial
state.

The basic principles acting on a storage tank are just
heat and mass transfer laws. A first principle model seems
thus a good choice. However it is a well known fact that
some parameters such as heat transfer coefficients among
interfaces are difficult to measure. This is specially true
for systems whose distributed nature can not be over-
looked. This is the case of the storage tank since stratifica-
tion of temperatures along the vertical direction affects the
spatial distribution of the oil parameters. Even in this case
a set of partial differential equations adequately adjusted to
the particularities of the tank will yield an excellent model.
Unfortunately the computational load to run such a model
in the many simulations needed for the hierarchical control
scheme completely rules out this choice. A common
approach for creating models in the situation faced is the
so called black box modelling (Ljung, 1987). The black
box models are designed entirely from data using no phys-
ical or verbal insight whatsoever. The mathematical struc-
ture of such models are chosen from families that provide
enough flexibility to accommodate most of the informative
content of the data. This also means that the model param-
eters lack significance; they are tuned just to fit the
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observed data according to some rule. Grey box models
combine the ease of black box models for obtaining param-
eters from data via identification with a structure provided
by any insight that the modeler might have about the sys-
tem. Traditional grey box approaches assume that the
structure of the model is given directly as a parameterized
mathematical function partly based on physical principles.
In the present case a computer program or algorithm serves
as well for the same purpose and has the advantage of
being directly the same object later used by the hierarchical
controller.

In the remainder of the section the a priori knowledge is
presented together with a spatial discretization to produce
a simulation algorithm that is in fact the model of the tank.
The algorithm contains a set of parameters that will be esti-
mated in the next section using data from the plant.

3.1. Spatial discretization

For purposes of modelling the oil and wall of the tank
will be divided into sections to form control volumes and
control anular sections, respectively. This spatial discretiza-
tion will follow the particular arrangement of thermocou-
ples along a vertical rod placed inside the tank, yielding
ten oil volumes. The thermocouples of the wall are located
at different heights and their number is different (twenty
instead of ten). To match the temperature measurements
on the wall with the temperatures of the discrete anular sec-
tions a simple interpolation procedure has been used. The
inset in Fig. 2 shows a diagram of the oil volumes and wall
anular sections considered. The geometric parameters are
the interior diameter D, the wall thickness e and the height
a which is the same for all volumes except the lower and
upper ones. Other geometrical features such as surfaces
can be obtained from the above parameters except in some
special cases that will be described below.

3.2. Heat transfer models

For each volume a number of models are considered to
describe the heat transfer. A simplifying assumption is that
conditions (i.e. temperature 0°, density d” and specific heat
¢’) of oil on a given volume are homogeneous. This intro-
duces a source of error in the model since the temperature
profile can be very steep causing conditions within one vol-
ume to vary appreciably from bottom to top. This is
unavoidable since there are no other measurements than
those provided by the thermocouples. In the following
the different models are introduced:

Transport. During operation oil moves along control vol-
umes causing changes in their energy content. The different
modes of operation: charge of the tank with hot oil from the
field, simultaneous charge and discharge, and discharge
with or without recirculation of oil cause different values
of the net flow through the tank. A mass flow ¢ is considered
to be positive when it goes from top to bottom which is the
normal situation during charge of the tank.

Conduction. The energy flow between adjacent oil vol-
umes and between adjacent wall segments due to conduc-
tion is modelled in the usual way as a linear function of
the temperature increment. The distances among volumes
centers are known and depend on the particular disposition
of thermocouples. The thermal conductivity k° of oil is
computed from tables using the average temperature of
the volume 6°. For the wall section the thermal conductiv-
ity is considered constant.

Convection. The convection mechanism is the trickiest in
this model. It is difficult to model since it involves effects
such as turbulence. The detailed modelling of such phe-
nomenon is absolutely out of the question due to the limi-
tations imposed on the computing load for the final model.
The effects produced by convection are however easy to
describe: when hot oil enters the bottom of the tank there
is a quick mix with the cooler layers above that homoge-
nizes the temperature profile very efficiently. From this
observation the energy variation in the volumes due to con-
vection is modelled using: (i) a coefficient that determines
the amount of energy that the recirculating flow of hot
oil from the collectors yields to the tank and (ii) a set of
equations that ensure that this energy is efficiently distrib-
uted over the layers above. In this way the simplicity of
the model is kept while producing a mechanism that per-
forms well in the simulations as will be shown later.

3.3. Simulation algorithm

The simulation algorithm is based in computing the
changes in temperature over time for each oil volume (07)
and wall segment (0"). The transition from a generic dis-
crete time ¢ to the next (¢ + 1) is governed by the above
described heat transfer mechanisms. For each volume
i=1,---,10 the energy change due to transport (AE’), con-
duction among oil volumes (AE“’), conduction among wall
segments (AE“"), convection (AE"), losses from oil to wall
(AE") and from wall to the ambient (AE) is computed
yielding a pair of discrete time equations:

T, ) ,
0dici,, = Ojdici], + 75 (AE' + AE” + AE" = AE")|, (1)
m am m m gm _m TS w cm ¢

07d" ",y = 07", + o (AE" + AE™ — AEY)| (2)

The sampling time 7y = 120 (s) has been selected to provide
a good balance between representation of the observed
behavior of the temperatures of the volumes and the com-
putational load that it will imply for the simulation. The
volume of the discrete elements of oil (V¢) and metal
(V") are computed from geometrical parameters.

4. Model adjustment

In the present case the objective function is a measure of
the simulation error given by the model. This is so because
the intended use of the model is as part of a hierarchical
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control scheme providing predictions in large horizons.
Besides that some other tests are put on the model such
as qualitative concordance with the long term behavior of
the plant. By doing so, the goodness of the model for the
intended use is thoroughly assessed.

4.1. Model parameters

Geometric. The majority of these can be obtained from
blue-prints of the plant and measurements made on site.
In this category fall all lengths and sections and the loca-
tion of the thermocouples. There are other such as contact
areas that are difficult to measure because they depend on
complex geometries arising from pipe intersections and to
changing conditions such as the amount of oil in the tank.
These parameters will be estimated from data.

Oil properties. The producer of the thermal oil provides
a table of properties: density, specific heat, conductivity
that are function of oil temperature. The data in the tables
has been fitted to polinomial functions in order to be used
in the model.

Transfer coefficients. The heat transfer models for con-
duction between oil and walls, and between walls and their
surroundings are difficult to obtain since they depend on
the local conditions of the surfaces. Simplified models
affine in the spatial average temperature increment across
surfaces are used in this paper. The coefficients for such
models will be obtained using data. A special coefficient
is the one relating the temperature and flow in the bottom
of the tank with the amount of heat transferred to the
upper layers during the special operation mode called recir-
culation. During a recirculation phase the hot oil coming
from the collectors enters the tank from the bottom and
is sent back to the collectors again. This procedure has
two effects: the oil that enters the collectors field gains tem-
perature quickly and the temperature level in the lower part
of the tank is also raised causing some homogenization of
the temperature profile of the tank.

4.2. Simultaneous perturbation stochastic approximation

The simultaneous perturbation stochastic approxima-
tion (SPSA) algorithm is a simultaneous perturbation opti-
mization method that avoids the computation of the
gradient. The SPSA technique improves traditional finite
difference stochastic approximation (FDSA) methods by
using a simultaneous perturbation estimate of the gradient.
Only two measurements of the objective function are
required at each iteration, regardless of the number of
parameters n, yielding estimates that are comparable
FDSA methods for a given number of iterations in terms
of accuracy. The SPSA algorithm minimizes an objective
function, J(x) that takes a real-valued vector of search
parameters x € R and returns a scalar measure of goodness
of fit. The process begins with an initial guess of x that is
iteratively adjusted using the direction given by the simul-

taneous perturbation estimate of the gradient g(x) =%

and a gain or step size. The SPSA algorithm consists of
the following steps:

(1) Set k=1 and apply initial values for x.

(2) Compute the gains as a; = a/(A4 + k)* and ¢, = ¢/k’.

(3) Compute a random perturbation (52) for each com-
ponent i of the objective vector using a Bernoulli
+1 independent distribution with a probability of
0.5 for each possible outcome. All perturbations are
gathered in vector A, € R".

(4) Evaluate the objective function at two nearby points:
The perturbation vector is used to provide
Ji = J(Xx + i Ar) and jo = J(xg — cxAy).

(5) Approximate the gradient: The simultaneous pertur-
bation approximation of the gradient is computed
from g(xx) = (ji — j2)/(2ciAp).

(6) Update the estimate: X1 = X — ax &(Xz).

(7) If the termination condition is met finish else go back
to step 2.

The algorithm above contains a number of values to be
set before its use. These values are called hyper-parameters
in order to distinguish them from the parameters of the
SGB model and are described below.

(1) The initial guess is an important issue since it deter-
mines the proximity to an acceptable solution. Phys-
ical knowledge about the system is of great help in
these cases. If no such knowledge is available the ini-
tial guess might be in the basin of attraction of a sub-
optimal solution. Although the algorithm possess
some capabilities to escape local minima there is no
guarantee that it will always evade them. A good
option then is to run several times the procedure with
different starting points.

(2) Hyper-parameters A, a, «, ¢ and 7y define the
sequences that govern the step size at each iteration
and the magnitude of the perturbation, respectively.
Guidelines for generating these sequences can be
found in Spall (1998).

(3) The termination condition is usually posed in terms
of the variation of the current estimate x;.; with
respect to the previous one x; and can be expressed
as ||Xx+1 — Xk|| <e. The value of vector e is com-
pletely problem dependent and has to be handed with
care. It is worth noting that in many cases the surface
of the objective function is nearly flat close to the
optimal solution. Due to this the improvements
obtained in J by subsequent iterations are minimal
even for a large number of added iterations. An
appropriate choice of € prevents the algorithm from
performing unnecessary iterations.

In this paper an ad hoc procedure has been used, the
value used for e is obtained as a fraction f of ||x; — x|
for k > ki, being k,;,, a minimum number of iterations
that the algorithm is enforced to run. The problem of
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obtaining € = f||x; — x|| is then reduced to providing kp;,
and . Normally the algorithm reduces the objective func-
tion the most in the first iterations and this means that it is
little sensitive to the choice of ky,;,. Finally the value of
>0 reflects one’s confidence in the initial guess. A high
value of f means high confidence and little allowance for
added iterations beyond k;,. A small value on the other
hand produces a more fine tuning of x at the cost of some
extra iterations. In spite of the above it is always safe to
provide a maximum number of iterations k.., to avoid
excessive long trials. Other termination procedures are dis-
cussed in Pluf (1996).

4.3. Application of the SPSA

The above algorithm has been applied to the problem of
minimizing the mean root squared value of the difference
between the true temperature profile and the simulated
one. The values of the hyper-parameters used are
a=0.16, A =200, «=0.6, ¢=0.35, y=0.1, ky;, =20,
kmax = 10% and = 0.01. The parameters used in the objec-
tive vector x are scaled versions of the unknown parame-
ters of the model. These include:

e Heat transfer coefficient k°* that models conduction
between oil and wall.

e Heat transfer coefficient &"* that models conduction
between wall and surroundings.

o Special coefficient k" relating the temperature and flow
of oil passing through the bottom of the tank in recircu-
lation mode with the amount of heat transferred to the
upper strata.

o Special values of contact surfaces between oil and metal
for the first s; and last discrete element s,¢ that contain
pipe intersections and diffusers.

o Special values of transfer coefficient k" that models con-
duction between wall and surroundings for segments
with pipe intersections, namely the first and last.

24
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22+t

- 21

20}
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18
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The scaling of x has been done to prevent numerical
problems due to the existence in the same vector of compo-
nents whose magnitude differ in various orders. To produce
an adequate scaling suitable initial guesses for each compo-
nent of x have been obtained from common sense and rules
of thumb. As a result all components of the objective vec-
tor x should not be far from unity.

Some measures have been taken during the optimization
phase in order to check the validity of results. As is usually
done in identification, the available data has been split in a
training set (TS) and a validation set (VS). Just data from
the TS have been used together with the SPSA procedure
to obtain a value of the optimum x*. The data in the VS
allows to compare different models corresponding to differ-
ent values of x* obtained using different hyper-parameters
in particular different values of the initial guess Xq. In this
way the effect of local minima is best avoided (although
SPSA has an in-built feature that evades to some extent
local minima). At the same time the VS allows to estimate
the generalization capabilities of the model. The final
assessment of the model however is done with a new set
of data not previously used for TS or VS and will be pre-
sented in the next section. Fig. 3 shows the evolution of
index J(x;) during a typical run of the SPSA algorithm.
The values of J(x;) have been obtained for the TS and
the VS at each iteration of the algorithm. In the same figure
some projections of the evolution of the components of x
during the optimization are also shown.

5. Experimental results and discussion

After the identification phase, data from a new set of
experiments are used to assess the generalization capabili-
ties of the model. This validating procedure uses twice as
much data than the identification phase. In the discussion
that follows different measures of goodness are considered
and computed. In all cases the model is used in a simulation
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Fig. 3. Left: evolution of index J during a typical run of the SPSA algorithm in the TS (x marks) and in the VS (circles). Right: projections of the evolution
of some of the components of vector x during the optimization. The number one at the bottom-left corner marks the projection corresponding to the initial

value.
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starting at time ¢ = ;. The only variables made available to
the model are the state at the initial time 7, and the input
variables (flows and temperatures of oil entering the tank
from either the collector field or the PCS) at any time
t € [t t/]. This means that the model uses its own previous
estimation of the state to provide the next one (except in
the first step). The initial state is provided as it appears in
the data base, which means that it might be noise corrupted
or inaccurate in any sense.

5.1. Measures of goodness

According to the intended use of the model there are
some measures of goodness proposed. In the next para-
graphs a mathematical description is given together with
a discussion of their relevance. In all cases the measures
are obtained using data corresponding to time samples in
the interval [z, ¢,] where t; > t, is an appropriately chosen
index to take into consideration the effects of initial condi-
tions in the simulation. The final simulation time ¢, is cho-
sen to be similar to simulation horizons used in the
hierarchical control scheme where the model is to be
employed.

e Temperature profile error. This can be measured by
means of the root mean squared simulation error. For
each oil volume temperature 07(¢) the simulation error
is e;(t) = 07(¢t) — 02(¢). This error is accumulated across
samples to produce

Gt = |1 f:e,.o)z ie{l,---,10} 3)

1
&) h t=t1+1

¢ Integral thermal load level. A variable of interest for the
hierarchical controller is how much usable energy the
tank stores. The usable energy or load level is defined
as the energy content at a temperature above a threshold
U that makes it possible for the PCS to work acceptably.
The usable energy can be calculated as a function of the
number of oil volumes whose temperature exceeds U
and of the temperatures themselves. Let us denote this
function as I(f) = f{®°,U) where ©° € R is a vector
containing the temperatures of the oil volumes. Func-
tion f'is computed as

10

f(@°,U) = (0,6; - U) (4)
=1

For each simulation time the real (/(7)) and simulated

(1(#)) load levels are compared and the root mean

squared error obtained as

LS uw - 10y (5)

2~ 1 (=t+1

Gl(tl,tz) =

t

The experimental mean and variance of the observed
values of the measures of goodness for different experi-
ments give a thorough measure of the performance of
the model in simulation.

5.2. Validation experiments

A number of new experiments have been performed at
the plant to test the validity of the model. The operating
conditions for each experiment have been chosen to
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Fig. 4. Evolution of the real and simulated oil temperatures during a validation test. Charging operation at steady high flow rate (915 ").
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represent the various modes of operation of the tank:  the simulation (@f(t)). The different curves on each plot
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upper plot correspond to the real evolution of 07(z) and Fig. 4 corresponds to a typical charging operation where

the lower plot to the evolution given by the model during oil gets heated in the collector field and enters the upper
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Fig. 5. Evolution of the real and simulated oil temperatures during a validation test. Oil at 200 °C from the collector field is recirculated through the lower
part of the tank at medium flow rate (51s™!), producing homogenization.
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Fig. 6. Evolution of the real and simulated oil temperatures during a validation test. Oil at 240 °C from the collector field is recirculated through the lower
part of the tank at medium flow rate (51s '), producing homogenization and also an increment in the integral load level.
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part of the tank (charge mode). It can be seen that due to
stratification in the tank the temperatures of the different
volumes of oil are significantly different. For a particular
volume the temperature raises when the hot oil flows from
the top to the bottom due to the circulation produced by
the pump that feeds the collector field. Since the thermo-

couples are placed at discrete intervals the temperature
changes are very steep. The temperatures given by the
model show changes that are smoother due to the simplify-
ing assumptions made. This is not a great problem because
the long term trajectories and the integral load level are
well captured as will be shown later.
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Fig. 7. Evolution of the real and simulated oil temperatures during a validation test. A step change in the flow is performed following a decline in the
temperature at the output of the field during automatic control operation as can be seen in Fig. 8.
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Fig. 8. Evolution of the temperatures at the input and output of the collector field and of the flow rate for the validation test of Fig. 7.
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The plots in Fig. 5 are from an experiment in which hot
oil coming from the collector field at 200 °C is recirculated
through the lower part of the tank, producing a mixing
effect that homogenizes the temperature profile and at the
same time cooling the upper strata. Similarly in Fig. 6
the recirculation of hot oil at 240 °C produces homogeniza-
tion and also an increment in the integral load level.

The last graph corresponds to a test where a step change
in the flow is performed following a decline in the temper-
ature at the output of the field during automatic control
operation. The evolution in the real and simulated oil flow
temperatures are given in Fig. 7. The temperature at the
input and output of the collector field and the oil flow dur-
ing this test are shown in Fig. 8. Again some mismatch is
observed during the transient phase being the long term
behavior correctly modelled (Table 1).

The measures of goodness for the previous and some
other experiments are given in Tables 2 and 3. It can be
seen that the largest errors occurs in the top layer of the

Table 1

Parameters of the models

Parameter Description Units
e Specific heat J/(kg K)
&' Density kg/m?
AFE* Energy change J

K Thermal conductivity W/m/K
0% Temperature K -°C
q Mass flow rate kg/s

st Contact surfaces m?

4 Volume m’

sa: {ow: oil-wall, ws: wall-surroundings, r: recirculation}.

si: {e: inlet, s: outlet, o: oil, m: walls}.

se: {t. transport, co: conduction among oil volumes, cm: conduction
among wall segments, v: convection, w: losses from oil to wall, a: losses
from wall to the ambient}.

tank. This is mainly due to the fact that uppermost thermo-
couple yields sudden and large changes in the measured
temperature due to its location close to the oil entrance.
The sudden changes are due to the stratification in the
tank. This stratification can not be perfectly modelled
because only ten discrete volumes are considered by the
model. The simplifying assumptions used to derive the
equations for each control volume produce a mixing effect
within the volume that is observed in the model response.
This mixing effect does not take place in the real tank.
To alleviate this problem more thermocouples should be
added. However this is not necessary because the intended
use of the model allows for some mismatch in the temper-
ature transients as long as the long term behavior is cor-
rectly captured. It can also be seen that the simulated
values of the integral thermal load level are very accurate
even in experiments with different types of changes operat-
ing at the same time.

6. Conclusions

The thermal storage tank of the PSA has been modelled
using a serial grey-box approach whose parameters have
been obtained from data using the SPSA optimization
algorithm. The model is to be used in hierarchical control
schemes also proposed by the authors.

The resulting grey-box model produces accurate predic-
tions over sufficiently large simulation horizons with very
low computational demand. The tests performed with a
new set of real data in a variety of situations show that
the generalization capabilities of the model are adequate.
In particular it is interesting to note that the simplifying
assumptions and limitations arising from the crude spatial
discretization have a noticeable effect just in the transient
of the temperature profile. The usable energy of the tank
is well matched by the model in all tested situations.

Table 2

Measures of goodness in the validation experiments

Test Gy Go Gos Goy Gs G Gy, Gos Go Giy

1 37.768 19.188 4.485 4.755 4.788 5.066 5.293 5.623 5.628 6.883
2 15.100 4.048 4.300 4.404 4.367 4.639 4.838 5.133 5.080 5.785
3 0.108 0.037 0.111 0.161 0.032 0.105 0.147 0.163 0.025 0.101
4 1.499 13.649 22.402 27.763 18.702 10.183 4.874 2.096 0.681 0.393
5 8.444 8.716 6.872 3.871 1.785 2.000 2.549 2.950 2.987 2.811
6 6.557 13.556 15.614 17.298 18.767 19.001 13.160 8.077 4.420 2.936
7 5.736 7.759 9.833 11.345 12.906 14.256 15.597 17.060 19.305 16.196
Mean 10.745 9.565 9.088 9.942 8.764 7.893 6.637 5.872 5.447 5.015
Standard deviation 11.927 5.981 7.071 8.974 7.330 6.359 5.207 5.155 5.993 5.124

Table 3

Measures of goodness in the validation experiments, G* is the mean value across sections of G for a given test

Test 1 2 3 4 5 6 7

GE (°C) 9.948 5.769 0.099 10.22 4.298 11.93 12.99
G’ (%) 6.948 0.919 0.100 2.174 4.298 0.200 0.300
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